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1	Introduction
In RAN3#117-e meeting [1], agreements on MRO for fast MCG recovery and MR-DC SCG failure were achieved as following: 
· MRO for fast MCG recovery
· [bookmark: _Hlk114230317]SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure); 
· the signalling delay is longer than the time the UE waits for the response (T316 expired); 
· other problem are not precluded if legacy MRO mechanism cannot cope with it.
-	MRO for the MR-DC SCG failure
· Support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios.
· Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
· Take Stage 2 descriptions of PSCell change failure in TS38.300 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
· Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NGEN-DC SCG failure, and necessary updates can be added on top of it if needed.
· Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for EN-DC SCG failure, and necessary updates can be added on top of it if needed.
RAN3#117-e meeting [2] further agrees to deprioritize dual failure case (i.e. both MCG failure and SCG failure occur) for MRO for MR-DC SCG failure.
In this paper, we would further discuss MRO for fast MCG link recovery and MR-DC SCG failure.
2	Discussion
[bookmark: _Hlk98841749]2.1 MRO for fast MCG link recovery
In R16, fast MCG link recovery procedure was introduced to inform the network about an MCG failure that the UE has experienced i.e. MCG radio link failure, in order to continue the RRC connection without RRC re-establishment. If T316 is configured, upon RLF happening in MCG, the UE transmits the MCGFailureInformation message to MN via SN while SCG is not suspended. The MN may decide to reconfigure or change or release MCG based on the received MCG failure information. The MN may provide the corresponding response message (e.g. RRC Reconfiguration message with reconfigurationwithSync for MCG, MobilityFromNRCommand, or RRC Release message) to the UE via SN. 
Potential scenarios for fast MCG failure recovery are summarized in [3]:
· Case a: SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure).
· Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired).
· Sub-Case b1: T316 runs out on the UE side while the SN is trying to deliver the MN message, in this case the maximum number of retransmissions at the SN side has not been reached.
· Sub-Case b2: The SN reaches the maximum number of retransmissions while T316 has not expired on the UE side. In this case the SN can not make any further attempts to deliver the MN message but the UE will continue to wait for it for the remainder of the T316 time.
· Case c: Fast recovery near failure case, i.e. UE receives the response message from MN via SN while T316 is running which almost expires but not yet.
· Case d: Failure case for CHO based recovery failure after fast MCG recovery failure.
· Case e: Subsequent failure after successful fast MCG recovery.
· Case f: dual failure case, i.e. MCG failure occur while at about the same time SCG is deactivated/suspended/de-configured.

Case a and Case b are agreed in RAN3#117-e meeting, the others are FFS. 
For Sub-Case b1, it is same as Case b, we don’t need to emphasize the status of number of retransmissions at the SN side. Therefore, Sub-Case b1 would not be considered.
For Sub-Case b2, it is same as Case a, since reaching maximum number of retransmissions is one cause of SCG RLF. Therefore, Sub-Case b2 would not be considered.
For Case c, it is a successful case which is out of the WID scope. Therefore, Case c would not be considered.
For Case d, there are two successive failures, it is a corner case and complex. Therefore, Case d would not be considered.
For Case e, it is a legacy MRO case, since failure happens after the successful fast MCG recovery. Therefore, Case e would not be considered.
For Case f, fast MCG link recovery procedure is not triggered due to SCG failure/deactivation, it is not the intention of MRO for fast MCG link recovery. Therefore, Case f would not be considered.
Proposal 1: Sub-Case b1/Sub-Case b2/Case c-f would not be considered for MRO for fast MCG link recovery.
For Case a and Case b, the UE experiences failed fast MCG link recovery before RRC re-establishment procedure. The failure type of fast MCG link recovery could be T316 expiry or SCG failure/deactivation while T316 is running. It is beneficial for the UE to report fast MCG recovery failure related information e.g. failure type of fast MCG link recovery in the RLF-Report, thus network can modify corresponding parameters for MRO purpose based on the received fast MCG recovery failure related information in the RLF-Report. For example, the RLF-Report including fast MCG recovery failure related information may be transferred to MN by the receiving node, then MN can underatand why fast MCG link recovery fails based on the failure type of fast MCG link recovery, and perform configuration update to aviod such a failure, for example, if failure is due to the timer T316 expires, MN may enlarge the duration of timer T316.
Proposal 2: Fast MCG recovery failure related information e.g. the failure type of fast MCG link recovery can be included in the RLF-Report. 
2.2 MRO for MR-DC SCG failure
RAN3#117e meeting agreed to support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios. 
[bookmark: _Hlk114233032]2.2.1 MRO for SCG failure in EN-DC
SCGFailureInformationNR message may be used to report SCG failure related information in EN-DC. Currently, only failure type and measurement results are included in the SCGFailureInformationNR message in TS36.331. Similar as enhancements for SCGFailureInformation message for NR-DC SCG failure in R17, it is beneficial to enhance SCGFailureInformationNR message for MRO, e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure and RA info.
Proposal 3: Enhance SCGFailureInformationNR message for EN-DC SCG failure, e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure and RA info.
To transfer SCG failure related information between MN and SN for root cause analysis for EN-DC SCG failure, similar as procedures defined in R17 for NR-DC SCG failure, new X2 messages may be needed, e.g. introduce SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER over X2 interface.
Proposal 4: Enhance X2 interface to transfer SCG failure related information between MN and SN, e.g. introduce SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER over X2. 
Last RAN3 meeting agreed that stage 2 descriptions of PSCell change failure in TS38.300 can be taken as baseline for NE-DC SCG failure. Similarily, stage 2 descriptions of PSCell change failure in EN-DC are needed, descriptions should be introduced in TS36.300. The draft TP is attached in the Annex.
Proposal 5: Introduce stage 2 descriptions of PSCell change failure in EN-DC scenario in TS36.300.
2.2.2 MRO for SCG failure in NGEN-DC
SCGFailureInformationNR message may also be used to report SCG failure related information in NGEN-DC. Similar as enhancements for EN-DC SCG failure, it is beneficial to enhance SCGFailureInformationNR message for MRO, e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure and RA info.
Proposal 6: Enhance SCGFailureInformationNR message for NGEN-DC SCG failure, e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure and RA info.
To transfer SCG failure related information between MN and SN for root cause analysis for NGEN-DC SCG failure, the existing procedures defined in TS38.423 i.e. SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER can be reused.
Proposal 7: SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER in TS38.423 can be reused for NGEN-DC SCG failure.
Similar as EN-DC SCG failure, stage 2 descriptions of PSCell change failure in NGEN-DC are needed, descriptions should be introduced in TS36.300. The draft TP is attached in the Annex.
Proposal 8: Introduce stage 2 descriptions of PSCell change failure in NGEN-DC scenario in TS36.300.
2.2.3 MRO for SCG failure in NE-DC
SCGFailureInformationEUTRA message may be used to report SCG failure related information in NE-DC. Currently, only failure type and measurement results are included in the SCGFailureInformationEUTRA message in TS38.331. Similar as enhancements for SCGFailureInformation message for NR-DC SCG failure in R17, it is beneficial to enhance SCGFailureInformationEUTRA message for MRO, e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure and RA info.
Proposal 9: Enhance SCGFailureInformationEUTRA message for NE-DC SCG failure, e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure and RA info.
Same as analysis for NGEN-DC SCG failure, the existing procedures defined in TS38.423 i.e. SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER can be reused for NE-DC SCG failure.
Proposal 10: SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER in TS38.423 can be reused for NE-DC SCG failure.
2.2.4 SCG failure information forwarding from MN to SN
As summarized in [4], for NE-DC and (NG)EN-DC scenarios, since the SCG failure information reported by the UE is always encoded in the format of the MN RAT but the SN is in the different RAT from the MN, if the MN just forwards the SCG failure information from the UE to the SN, it is impossible for the SN to decode it. So, how to forward SCG failure information from MN to SN needs to be considered. 
To solve the issue, potential solutions are summarized in [3] as below: 
· Option 1: introduce inter-node RRC message to forward the SCG failure information from the MN to the SN (i.e. the MN translates the SCG failure information encoded in the MN RAT, then re-organizes the information with the SN RAT format and finally sends the inter-node RRC message to the SN), and send LS to RAN2 to consider the introduction of inter-node RRC message. 
· Option 2: MN decodes SCG failure information encoded in the MN RAT, reuse CG-ConfigInfo inter-node message to send the content of SCG failure information from MN to SN, and send an LS to ask RAN2 to enhance CG-ConfigInfo inter-node message.
· Option 3: MN decodes SCG failure information encoded in the MN RAT, and put the explicit IEs in X2 or Xn message.
Compared Option 1 and Option 2, Option 2 is slightly preferred since it has less spec impacts and it is RAN2 to enhance CG-ConfigInfo inter-node message.
In Option 3, X2 or Xn interface needs to be enhanced to transfer explicit information, but compared with Option 2, the implementation at SN side is easier since it does not need to decode the inter-node message.
Proposal 11: RAN3 consider whether to reuse the existing CG-ConfigInfo inter-node message with extension or use explicit IEs over Xn/X2 to forward SCG failure information from MN to SN.
3	Conclusion
In this contribution, MRO for fast MCG link recovery and SCG failure are discussed. We have the following proposals:
Proposal 1: Sub-Case b1/Sub-Case b2/Case c-f would not be considered for MRO for fast MCG link recovery.
Proposal 2: Fast MCG recovery failure related information e.g. the failure type of fast MCG link recovery can be included in the RLF-Report. 
Proposal 3: Enhance SCGFailureInformationNR message for EN-DC SCG failure, e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure and RA info.
Proposal 4: Enhance X2 interface to transfer SCG failure related information between MN and SN, e.g. introduce SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER over X2.
Proposal 5: Introduce stage 2 descriptions of PSCell change failure in EN-DC scenario in TS36.300.
Proposal 6: Enhance SCGFailureInformationNR message for NGEN-DC SCG failure, e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure and RA info.
Proposal 7: SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER in TS38.423 can be reused for NGEN-DC SCG failure.
Proposal 8: Introduce stage 2 descriptions of PSCell change failure in NGEN-DC scenario in TS36.300.
Proposal 9: Enhance SCGFailureInformationEUTRA message for NE-DC SCG failure, e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure and RA info.
Proposal 10: SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER in TS38.423 can be reused for NE-DC SCG failure.
Proposal 11: RAN3 consider whether to reuse the existing CG-ConfigInfo inter-node message with extension or use explicit IEs over Xn/X2 to forward SCG failure information from MN to SN.
Reference
[1] Chairman notes for RAN3#117-e meeting
[2] Chairman notes for RAN3#117bis-e meeting
[3] R3-226004, WF on the MRO scenarios, Lenovo
[4] R3-225908, Summary of SONMDT2_MRO, Lenovo
Annex: TP for TS36.300
[bookmark: _Toc46498957][bookmark: _Toc52491270][bookmark: _Toc109128013]22.4.2.x	PSCell change failure
For analysis of PSCell change failures, the UE makes the SCG failure information available to the MN. If the MN can perform an initial analysis, it transfers the SCG failure information together with the analysis results to the relevant SN which is responsible for the PSCell change failures. Otherwise, the MN transfers the SCG failure information to the last serving SN, which may respond using the SCG Failure Transfer procedure to inform the MN it is not responsible for the SCG failure. If needed, the MN transfer the SCG failure information to the source SN.
