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1	Introduction
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The main objective of the WI is:
Specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3).
This is the follow up to the study of these topics the outcome of which is captured in 37.817.
The study item made a number of agreements on how to proceed but left a number of topics open to be resolved during the specification phase.
This contribution looks at one of the open issues namely QoS Feedback.
From the TR:
Energy savings
- UE performance affected by the energy saving action (e.g., handed-over Ues), including bitrate, packet loss, latency. 
-	System KPIs (e.g., throughput, delay, RLF of current and neighbouring NG-RAN node)
Load balancing
-	UE performance information from target NG-RAN (for those Ues handed over from the source NG-RAN node)
-	System KPIs (e.g., throughput, delay, RLF of current and neighbours)
Mobility
· QoS parameters such as throughput, packet delay of the handed-over UE, etc. 
· Performance information from target NG-RAN. The details of performance information are to be discussed during normative work phase. 
In RAN3#117bis-e some agreements in this area were made:
Support the following UE performance information to be sent for feedback purposes: Average Packet Delay, Average UE Throughput DL, Average UE Throughput UL, Average Packet Error Rate. 
Other UE performance for feedback purposes is FFS.
In this paper we try to progress the discussion into the next level of detail. 
2	Discussion
In use cases like load balancing or network energy savings, a UE may receive a HO command that results from the AI/ML optimization action. If the HO command is issued by a RAN node without any other consideration other than the AI/ML optimization action, then user experience is likely to be affected. This is due to fact that handovers excuted in particular because of the energy savings and load balancing models are not optimal from the UEs perspective, because if it was the UE would have already reported it as best cell. . It is thus desirable to design mechanisms where the impact of the optimization actions is nonexistent, or at least minimized. It may make more sense to consider the user experience is not affected. However, and ideally, QoS should also not be impacted. The priority to address feedback information should be given to QoS aspects, as means to enable good engineering solutions so that user experience is not impacted.
Observation 1: User experience and QoS should not be impacted (or its impact needs to be minimized) as a result of a HO command, and this should be the case for mobility optimization, load balancing or energy saving actions
QoS feedback has been agreed for all three use cases, even if at a basic level or high-level description of the metrics to be used. All use cases have the mobility procedure as the underlying mechanism that will be actioned to perform the optimization action, regardless for example of the optimization goal or the number of end devices being handed over from e.g. RAN node to another. 
From our perspective, RAN3 should consider in this discussion future proof solutions. Considering as a few examples that a) it is highly likely that new use cases will be studied and standardized in the future within the AI/ML context, b) that ML algorithms will become better (e.g., better predictions derived with less training data) or c) inference will become more accurate (e.g. predicting a value with smaller estimated errors or predicting smaller ranges for a particular output, i.e., more accurate/smaller confidence intervals), we believe it makes sense to address the feedback aspects in a close relationship to their role in improving the output of a ML model or set of AI/ML models. To accomplish this, the QoS feedback must have a component of information that is solely tied with the impact the HO has caused for a specific UE and its service needs, in order to help the source RAN node to improve its AI/ML decision making abilities, in coordination with the target RAN node. 
Another important aspect is that regular HO, CHO and DAPS HO are being considered and a RAN node may choose any HO type as the mobility action to be performed. This will obviously impact the UE QoS experience due to the nature of each HO type.  For example, DAPS handovers might minimize interruption time, but not appropriate for all handovers, and in other cases CHO might be the most efficient method for handover. The differences in impact for each HO type should therefore be considered in a short time range after the HO. The amount of time to use to “measure” this could be a fixed period of time or something configurable (for example at handover preparation, or as part of a procedure to handle feedback explicityly including the possibility it could be a measurement like procedure). 
Observation 2: The impact on UE QoS will be different depending on the type of HO chosen by a RAN node. 
Observation 3: UE QoS feedback should at least include a component closely related to the HO only impact, in order to improve the source/target RAN node coordination because in some use cases (energy savings, load balancing) handover is being performed that is not optimizing the individual UE. 
The second part of UE QoS feedback after taking into account the actual disruption caused by the handover, is whether the UE QoS has been fulfilled “over time”, this time period should be longer than the amount of time it takes to measure the effects of the handover itself, so it can’t be reported for example, in the handover complete messaging or in the succesful handover messaging but sometime after. 
Since there isn’t a perfect way to measure disruption at handover the best way is probably to just report the agreed QoS parameters (average UL/DL Throughput, average packet error rate, average packet delay) over a short period after handover, and also report these same QoS parameters over a longer period of time as the link stabilizes. 
Observation 4: Since we have to measure QoS feedback over a period of time to give feedback, we can see the direct effects of a sub-optimal handover (energy savings and load balancing use cases in particular) by seeing a very short-term measuring of the QoS parameters
These observations lead to the following proposals:
Proposal 1: For QoS feedback RAN3 needs to report the QoS feedback parameters (average UL/DL Throughput, average packet error rate, and average packet delay over two separate timeframes
1. A short time frame immediately around the handover where AI/ML inference differences could have large impacts. The time range should be short and can be fixed or configurable example 500ms(FFS) 
2. The time frame after handover is complete and the UE settles into the new cell, The time range should be reasonable and can be fixed or configurable example 5 sec(FFS) 
Proposal 2: Agree the TP below for the QoS reporting feedback IEs.
3	Proposal
The following are the observations and proposal:
Observation 1: User experience and QoS should not be impacted (or its impact needs to be minimized) as a result of a HO command, and this should be the case for mobility optimization, load balancing or energy saving actions
Observation 2: The impact on UE QoS will be different depending on the type of HO chosen by a RAN node. 
Observation 3: UE QoS feedback should at least include a component closely related to the HO only impact, in order to improve the source/target RAN node coordination because in some use cases (energy savings, load balancing) handover is being performed that is not optimizing the individual UE. 
Observation 4: Since we have to measure QoS feedback over a period of time to give feedback, we can see the direct effects of a sub-optimal handover (energy savings and load balancing use cases in particular) by seeing a very short-term measuring of the QoS parameters
Proposal 1: For QoS feedback RAN3 needs to report the QoS feedback parameters (average UL/DL Throughput, average packet error rate, and average packet delay over two separate timeframes
1. A short time frame immediately around the handover where AI/ML inference differences could have large impacts. The time range should be short and can be fixed or configurable example 500ms(FFS) 
2. The time frame after handover is complete and the UE settles into the new cell, The time range should be reasonable and can be fixed or configurable example 5 sec(FFS) 
Proposal 2: Agree the TP in below for the QoS reporting feedback IEs.
4	TP for 38.423
9.2.3.x1	QoS Feedback
This IE indicates the feedback for the UE QoS after an action generated from an AI/ML inference.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Short QoS Feedback
	M
	
	9.2.3.x2
	QoS feedback over first 500ms(FFS)

	Long QoS Feedback
	M
	
	9.2.3.x2
	QoS feedback over x time (FFS)
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This IE indicates the feedback for the UE QoS after an action generated from an AI/ML inference.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Packet Delay 
	M
	
	INTEGER (0..1023, …)
	Units of 0.5ms.

	Packet Error Rate
	M
	
	9.2.3.13
	

	Downlink Throughput 
	M
	
	Bit Rate
9.2.3.4
	

	Uplink Throughput 
	M
	
	Bit Rate
9.2.3.4
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This IE indicates the Packet Error Rate for a QoS flow.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	Scalar
	M
	
	INTEGER (0..9,…)
	The packet error rate is expressed as Scalar * 10-k, whereas k is the Exponent.

	Exponent
	M
	
	INTEGER (0..9, ...)
	




