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1	Introduction
In this paper we discuss the following open point identified at RAN3#117bis-e:
Whether UE or CN stores the network instance of QoE configuration when UE in the RRC_IDLE state needs further discussion.
Option 1 (CN-based solution): Old gNB stores the entire network instance QoE configuration at AMF before going to RRC_IDLE and new gNB retrieves the stored QoE configuration from AMF during reconnection.
Option 2 (UE-based solution): New gNB doesn’t need to know the QoE configuration of old gNB upon reconnection. It is sufficient if new gNB is informed by UE via QoE report. 
2	Discussion
2.1	Problem description and specification background
We believe that a natural starting point for analysis of the open point under discussion is the following two agreements taken at the RAN3#117-e (August 2022) meeting (agreement number added by us):

Agreement 1: UE shall keep the QoE configuration for MBS broadcast service configured in RRC_CONNECTED even when UE switches to RRC_IDLE and RRC_INACTIVE.
Agreement 2: If the UE receives the configuration in RRC connected state, a common QoE configuration mechanism is used to support QoE measurement configuration pertaining to MBS broadcast service for all RRC states, where the Rel-17 QoE configuration mechanism is adopted as baseline. 

From these agreements, it is clear that "a common QoE configuration mechanism" is used for RRC_connected and RRC_idle mode. However, although it was agreed that the UE shall keep configuration received in RRC_connected while it switches to RRC_idle (and RRC_inactive), it was not so far explicitly agreed that the same QoE configuration is used in all states. I.e. the option of specific configuration used for RRC_idle QMC might still be on the table, so long as the QoE configuration mechanism is the same for RRC_connected configuration and RRC_idle configuration. 

This leads us to comparison with MDT where there is specific configuration for RRC_connected state (immediate MDT) and RRC_idle/RRC_inactive states (logged MDT). However the UE is not aware of immediate MDT configuration as such, i.e. the measurements configured in the UE can also be used for RRM purpose, and for immediate MDT the UE will not have knowledge of MDT related information, e.g. trace sessions and trace recording sessions are not visible for the UE. A different principle is applied in QMC for RRC_connected state, where the UE is explicitly configured with the QMC configuration by the network. Also, at RRC level, the QMC configuration for RRC_connected state includes a QMC id defined by RAN2 (short RRC id). The QMC configuration for RRC_connected mode survives RRC_inactive state, however there are certain limitations in Rel-17. The QoE  measurements are performed while the UE is in RRC_inactive, as the application layer is not aware of RRC_inactive, but measurements are kept only if the reserved buffer in AS doesn’t become full. The QoE measurements can be stored, but if the RRC connection is not resumed, the stored QoE configuration and measurements will be discarded.  Also, in Rel-17 the QMC configuration for RRC_connected mode is released when the UE enters RRC_idle mode. Similarly to immediate MDT measurements, QoE measurements will therefore not resume upon a new RRC connection unless the network again configures the UE, which means that, in Rel-17, QoE measurement collection in RRC_connected remains fully under control by the network.

Observation 1: In Rel-17, despite different configuration mechanisms are used for immediate MDT and QMC, both MDT and QoE measurement collection in RRC_connected state are fully under control by the network.

When it comes to MDT measurement collection in RRC_Inactive and RRC_Idle states, handled by the logged MDT configuration, measurements as such are handled autonomously, based on received configuration, in the RRC_idle/inactive UE. On the other side, reporting is under control by the network, handled by a network triggered fetch procedure (request/receive), the UE just informing the network about logged MDT report availability in RRC signalling triggered for other reasons (RRC connection or reestablishment, or handover). 

For QMC, the reporting mechanism for QoE measurements collected in RRC_idle is still under discussion (might be reflected by "RAN3 continues to discuss how to handle the QoE reports sent at new gNB when UE was in RRC_IDLE"). However, for RRC_connected, we believe it is common understanding among companies that the Rel-17 reporting mechanism will be used also in case of MBS broadcast, i.e. the UE will itself trigger sending of the RRC MeasurementReportAppLayer message. UE-triggered reporting is also used (and is beneficial) for immediate MDT, for which the network is in full control of the configuration. 

In our view, the pushed-based reporting mechanism used for QMC (UE-triggered RRC MeasurementReportAppLayer message, as opposed to RRC UEInformationRequest/Response messages used for logged MDT) is an important element to take into account when considering a Rel-18 mechanism ensuring network/operator control of MBS QMC. (In this context we observe that SA5 didn't so far specify stage 2 for Rel-17 signalling based QMC, where network/operator control is in our view required in the same way as for immediate MDT). E.g. push-based reporting comes with the risk of e.g. rogue UEs provoking DoS attacks, and in general the network/operator need to remain in control of e.g. total number of ongoing QoE sessions.

However also the operator burden related to configuration of MCE IDs, which we assume to be higher than for logged MDT due to higher plurality of consumers of QMC (different application servers) than MDT (limited to RAN). We additionally see a potential risk that rogue UEs could manipulate any MCE id, and therefore believe that a Rel-18 mechanism shall ensure network control for UE-triggered QoE reporting, i.e. such reporting can't be based entirely on configuration information stored by the UE.

Observation 2: Network/operator control is important to remain in control of e.g. total number of ongoing QoE sessions in particular due to push-based (UE-triggered) QoE reporting, and to avoid or limit risk of manipulations of the QoE system by rogue UEs.

2.2	Existing solution for MDT
TS 32.422 describes the different configuration mechanisms used for MDT (s-based, m-based, immediate MDT, logged MDT). For signalling-based immediate MDT in the 5GS, network/operator control is achieved as follows:

1) The Management System activates the MDT task in the CN by sending Trace Session Activation message including MDT configuration to the UDM. The UDM stores the Trace Control and Configuration. It informs the AMF about the MDT configuration (Insert subscriber data message) if the UE is attached to the network (see TS 32.422 clause 4.1.2.17.3).

2) When the UE is in RRC_connected the AMF informs the NG-RAN node about the Trace Session in e.g. the INITIAL CONTEXT SETUP REQUEST message or other NGAP messages listed in TS 32.422 clause 4.2.3.12. The NG-RAN node starts a Trace Recording Session unless there are insufficient resources available for the recording.

3) The MDT configuration is propagated in case of Xn and NG handover. In case of NG inter-AMF handover, the AMF shall propagate the MDT configuration parameters to the target AMF within an N14- Forward Relocation Request message as part of inter-AMF handover procedures. The new AMF shall save the information as part of the UE context and forward the MDT configuration to the new gNB. (TS 32.422 clause 4.10).

4) The Management System deactivates the MDT task by sending Trace Deactivation message to the UDM, which notifies the AMF. (See TS 32.422 clause 4.1.4.11 and 4.1.4.13).

Management-based MDT is controlled by the network/operator as follows:
1) The management system activates the MDT task by sending a Trace Session activation request to the gNB, which starts a Trace Session, saves the parameters associated to the Trace Session, selects the suitable UEs for MDT data collection and assigns Trace Recording Session References corresponding to each of the selected UEs. (TS 32.422 clause 4.1.1.9).

2) The management system deactivates the MDT task by sending indication for MDT trace session deactivation to the gNB.

However it should be noticed that stage 2 specification for m-based QMC is already provided by SA5, and described in TS 28.405 clause 4.5.3.

2.3	Proposed solution for QMC
We believe that the mechanisms for s-based and m-based MDT, described in section 2.2, can be adapted for QMC and in this way enable the required network/operator control as discussed in section 2.1. With such way forward, it seems achievable to obtain "a common QoE configuration mechanism" for all RRC states as per agreement 2 above. It then also seems achievable to use the same QoE configuration in all RRC states (connected, inactive, idle) and hence avoid RRC-state specific configurations which would have complex and unnecessary impacts in particular at the UE application layer.

Proposal 1: Use a common QMC configuration for all RRC states.

In such solution, the common s-based QMC configuration for all RRC states is handled as an s-based immediate MDT configuration described in section 2.2, and at least the associated NG-RAN context information (e.g. the short RRC ids) are stored in the CN similar to option 1:
Option 1 (CN-based solution): Old gNB stores the entire network instance QoE configuration at AMF before going to RRC_IDLE and new gNB retrieves the stored QoE configuration from AMF during reconnection.
It seems preferable to avoid that the gNB transfers to the CN configuration information already present there, but that can be left for further discussion.

Proposal 2: S-based QMC configuration is handled as an s-based immediate MDT configuration, and additionally at least the associated NG-RAN context information (e.g. the short RRC ids) are stored in the CN.

When it comes to m-based QMC, we observe that handling in the UE is same as for s-based QMC. And in our view the need for the network/operator to remain in control of m-based QMC is the same as for s-based QMC. It therefore seems clear to us that option 1 (CN-based solution) is needed for m-based QMC.

Proposal 3: M-based QMC, CN-based solution is chosen as per option 1. Once the m-based QMC configuration and context information is stored in the CN, the QMC session is handled as s-based QMC configuration as per proposal 2.

Furthermore, for m-based QMC deactivation we notice that stage 2 indicates: "The recording session continues to be active until the session for the application is ended." (TS 28.405 clause 4.5.3.2). So deactivation may need further discussion, independently of whether option 1 (CN-based) or option 2 (UE-based) solution is chosen in the end.

Proposal 4: M-based QMC deactivation requires further discussion.
3	Conclusion
We have made the following observations and proposals:
Observation 1: In Rel-17, despite different configuration mechanisms are used for immediate MDT and QMC, both MDT and QoE measurement collection in RRC_connected state are fully under control by the network.

Observation 2: Network/operator control is important to remain in control of e.g. total number of ongoing QoE sessions in particular due to push-based (UE-triggered) QoE reporting, and to avoid or limit risk of manipulations of the QoE system by rogue UEs.

Proposal 1: Use a common QMC configuration for all RRC states.

Proposal 2: S-based QMC configuration is handled as an s-based immediate MDT configuration, and additionally at least the associated NG-RAN context information (e.g. the short RRC ids) are stored in the CN.

Proposal 3: M-based QMC, CN-based solution is chosen as per option 1. Once the m-based QMC configuration and context information is stored in the CN, the QMC session is handled as s-based QMC configuration as per proposal 2.

Proposal 4: M-based QMC deactivation requires further discussion.




