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1 Introduction

CB: # AIRAN1_General_Stage2

- Coverage on the stage2 impacts, whether the procedures for AI/ML function and general descriptions needed?

- Coverage on the stage2 impacts on 38.401, and update on 38.300?

- Whether AI/ML Capability needed and the definition of AI/ML Capability? 

- Capture agreements and open issues

- Provide stage2 TP if agreeable

(E/// - moderator)

Summary of offline disc R3-225916
Structure of the discussion: 

First round comments to be provided by Thursday the 13th at 13UTC

Second round comments to be provided by Monday the 22nd at 08UTC
2 For the Chairman’s Notes
The following is proposed to be captured:

Proposals package 1:

· Procedures used for AI/ML support in the NG-RAN shall be use case agnostic. 

· The cases of i) Model Training and Model Inference at the NG-RAN and ii) Model Training at OAM and Model Inference at the RAN, make use of the same procedures, with the exception that procedures for exchange of training data and feedback data will be different for i) and ii).

· An LS to SA5 concerning procedures to signal training and feedback data from RAN to OAM can be sent when the details of such procedures are fully agreed in RAN3

· Whether to capture in Stage 2 specifications message sequence charts to support AI/ML in NG-RAN depends on further progress and it is FFS.

Proposals package 2:
· WA: the new procedure introduced to exchange AI/ML related information is data type agnostic, namely it can be used to transfer any type of AI/ML data (e.g. predictions, feedback, inputs). The exact information to be included in this new procedure need to be discussed on a case by case basis.

· Legacy information that are used to support AI/ML are transferred via existing legacy procedures (no need to signal them via other procedures)

· UE Trajectory Prediction is transferred via existing HO signalling messages 

Proposals package 3:
· Whether a revision of R3-225845 can be agreed is “to be continued”
Proposals package 4:
· RAN3 will focus on non-split architecture use cases and procedures first and discuss split architecture use cases and procedures when of completion for the non-split architecture use cases and procedures is achieved. 

Proposals package 5:
· Even if procedures for AI/ML capability exchange were in place, it is not possible to avoid the case of AI/ML information request failures for information that are supported by the node receiving the request, but not available at the time of requesting
· Signalling describing the capability to support specific information predictions used for AI/ML is not pursued in this release

· Signalling describing the capability to supports specific AI/ML use cases is not pursued in this release

· AI/ML capability exchange in NG-RAN can be achieved by means of procedures for AI/ML information request, AI/ML information response and AI/ML Information Request Failure
Proposals package 6:
· WA: Solutions for AI/ML information exchange over the NG interface are not considered as part of Rel18
· In case new requirements are identified, it is FFS whether to tackle Solutions for AI/ML information exchange over the NG interface
3 Discussion 
3.1 Discussion on Stage 2 procedures for non-Split RAN

During RAN3-117e a discussion on Stage 2 message sequence charts for TS38.300, describing AI/ML processes, was taken. The following was agreed:

Not to capture the flow charts right now, can be considered after the standard impacts are identified.

However, [4] points out that during RAN3-117e enough progress was made to start capturing a message sequence chart for Stage 2. Similar proposals are made by other companies, see [3] and [5]
With this respect, a first principle that is proposed in [3] is that a message sequence chart to be captured at Stage 2 level for non-split RAN may be use-case-agnostic (i.e. the same for all use cases). [3] goes on to state that the same procedure could be reused for the two scenarios of 

1) Model Training and Model Inference function at the NG-RAN and 

2) Model Training function at the OAM and Model Inference function at the NG-RAN

With the exception of messages used for training data and feedback data collection from NG-RAN to OAM.

Companies are invited to express their view on whether the Stage 2 procedure to be captured for non-split RAN (TS38.300) should be “use case agnostic” and whether it should cover both scenarios 1) and 2) above, with the exception of messages used for training data and feedback data collection (which will be specific for each scenario)

	Company
	Comment

	Ericsson
	We agree that a message sequence chart for non-split RAN Stage 2 description can be use case agnostic, i.e. valid for all use cases. We also agree that a message sequence chart for non-split RAN Stage 2 description can be the same for case 1) and case 2) above, with the exception of training data and feedback data collection, which will be different in case 1) an case 2)

	Lenovo
	Yes, we are fine with the general principles as proposed by the moderator. The exact signaling depends on future discussion.

	InterDigital
	Agree with the moderator

	Samsung
	Fine to capture the stage 2 flow in use case agnostic way.

It is true that with the exception of message for training and feedback data, the flow is same for scenario 1) and 2). It is fine to capture the same flow for both scenario. 

	CATT
	Agree.

	Deutsche Telekom
	We are fine with moderator’s proposal on a use case agnostic message sequence chart for St2.

	Nokia
	Agree also with Ericsson.

	LGE
	We agree that the Stage 2 procedure for non-split RAN is use case agnostic, and it covers both scenarios above.

	Intel
	Agree that the stage-2 procedure can be commonly used by all use cases. 

For above two cases, it is true that the procedures can be common except training and feedback data are provided to OAM instead of RAN. However, since both cases are supporting the same procedure with same information, we think RAN3, as the leading WG initiating this study, needs to send a LS to SA5, informing them to align the signaling design for training and feedback data collection with RAN3 agreed information over Xn interface.

	China Telecom
	We are fine to capture the stage 2 procedures in use case agnostic way, and both scenario 1&2 should be covered.

	Huawei
	We agree that the messages of AI/ML info exchange for either non-split or split should be common for all use case, i.e. use case agnostic.

But, this is just kind of design rule to guide our stage 3 work, and no need to capture them as stage 2 38.300 descriptions, which has no impact on radio interface.

	CMCC
	Agree

	ZTE
	Agree that the stage2 procedure for AI/ML should be “use case agnostic”. Scenario 1 and scenario 2 involve input data procedure, output data procedure and feedback procedure, so we suggest to capture the general description for three common procedures, and how to utilize these procedures depends on the specific case.

	Qualcomm
	Agree


-------------------------------------------------

Conclusion:

All companies agree that the procedures needed for AI/ML support in the NG-RAN shall be “use case agnostic”. 

There is also agreement on keeping the same procedure for the cases of i) Model Training and Model Inference at the NG-RAN and ii) Model Training at OAM and Model Inference at the RAN, with the exception that procedures for exchange of training data and feedback data will be different for i) and ii).

In light of the above the following is proposed to be agreed:

· Procedures used for AI/ML support in the NG-RAN shall be use case agnostic. 

· The cases of i) Model Training and Model Inference at the NG-RAN and ii) Model Training at OAM and Model Inference at the RAN, make use of the same procedures, with the exception that procedures for exchange of training data and feedback data will be different for i) and ii).

One company proposes to send an LS to SA5 describing the details of procedures to send training and feedback data from NG-RAN to OAM. 

The moderator proposes to wait to send such LS until details of such procedures are agreed in RAN3. Hence the following is proposed:

· An LS to SA5 concerning procedures to signal training and feedback data from RAN to OAM can be sent when the details of such procedures are fully agreed in RAN3

One company believes that there is no need to capture message sequence charts at Stage 2 level.

· Whether to capture in Stage 2 specifications message sequence charts to support AI/ML in NG-RAN depends on further progress and it is FFS.

-------------------------------------------------

Another aspect of the Stage 2 description for non-split RAN concerns the procedures that need to be involved in support to AI/ML processes. 

In this respect, RAN3 captured the following agreements and FFS at RAN3-117e:

Define a new procedure over Xn which can be used for AI/ML related information, e.g., predicted information.
FFS whether to use the existing procedure or dedicated new procedure for other input, output and feedback information.

In [4] it is argued that, in light of the agreements above, the new procedure introduced for the exchange of AI/ML related information should be used to signal all types of new AI/ML information, with the exception of UE Trajectory Predictions. 
[4] sustains that UE Trajectory Predictions can be signalled via Handover Signalling.
For legacy information that are re-used for AI/ML, [4] states that legacy signalling can be reused.

In [3] it is proposed to use the new agreed AI/ML procedure only for information consisting of predictions. 
[3] proposes to additionally enhance the Xn: Resource Status Reporting procedure by adding to it the reporting of the current Energy Efficiency metrics as well as feedback information such as the performance of handed over UEs and system KPIs.
R3-225484 also proposes to use the new agreed AI/ML procedure only for information consisting of predictions. For other measurement information, it proposes to carry it in another new procedure. 
In [5] it is proposed to introduce three new procedures in support for AI/ML use cases:

· A procedure to retrieve input/training data (AI/ML Data Collection Procedure)

· A procedure to collect predicted information (AI/ML Predicted Information Procedure)

· A procedure to collect feedback information (AI/ML Feedback Information Procedure)

In R3-225844, the following proposals were made:

· Before deciding to introduce a new UE-associated message, new UE specific info should be investigated and identified case by case.

· The exiting procedure should be used, which existing procedure to be used should be discussed use case by use case.

This can be summarised in three main options:

Option 1) Use the new AI/ML procedure for “data agnostic” reporting of newly introduced information in support for AI/ML. 
Use legacy procedures (e.g. Xn: Resource Status Reporting) to report legacy information needed to support AI/ML use cases. 
Use HO procedures to report UE trajectory predictions (and potentially any information needed at the time of HO preparation)

Option 2) Use the new AI/ML procedure only for information consisting of predictions. Enhance the Xn: Resource Status Reporting to include new “current” metrics and feedback information
Option 2a) 
· Agreed new AI/ML procedure only for prediction information

· Another new procedure is used for other measurement information including input/feedback

Option 3) Use three new procedures: 

· One to retrieve input/training data

· One to collect predicted information

· One to collect feedback information

Companies are invited to provide their views on the three options above, stating their preferences and providing justification comments
	Company
	Preferred Option
	Comment

	Ericsson
	Option 1
	We believe that RAN3 should focus on the specifications of AI/ML information and how this is signalled. There is no added value for the requesting node to spell out if the information consists of an input, a training sample, an output or feedback because the requesting node is totally aware of what the information will be used for. 
Namely, leaving the new procedure for AI/ML information reporting “data type agnostic” does not create any interoperability issue, while it simplifies the specifications. 

Besides, a distinction stating which information ae inputs/training/output/feedback data may also be incorrect, as the same information may constitute e.g. both an input and feedback. 

For example, PRB utilization may be used as an input to derive a load balancing action and as feedback to determine the effect of the load balancing actions. Hence, creating separate procedures for inputs, outputs and feedback information may end up in adding the same information to multiple procedures, generating duplications.
With respect to reusing existing procedures to signal new AI/ML information, we are open to do so for cases where this is appropriate, such as, for example, reusing the HO signalling to transfer the UE Trajectory Prediction. 
However, we think it is not beneficial to add large amount of information to procedures such as the Xn: Resource Status Reporting, because such procedure is already used for specific functions and adding large amounts of information to it implies a) to increase the complexity of this procedure as well as b) coping with the constraints of this procedure, which is not designed for AI/ML purposes.

For this reason, we support that the new procedure for AI/ML is “use case and data type agnostic” and that it includes all newly defined information for AI/ML, with the exception of, for now, UE Trajectory Predictions. The new procedure can be purpose-designed, namely it does not need to be subject to the constrains that the Xn Resource Status Reporting procedure would imply, such as limited number of information that can be reported.

	Lenovo
	Option 2a) is preferred
Option 2) is acceptable
	Prediction information is quite AI/ML specific. Other information, no matter of training information or feedback information, is essentially measurement information. In our view, there is no need to restrict the measurement information is used for AI/ML operation only. 

From specification point of view, to have a neat design and not mess up with legacy procedure (e.g., it’s a bit difficult to link the name of “Resource Status Reporting” to energy efficiency or UE performance), another new procedure is preferred. 

	InterDigital
	Option 1
	For inputs received that are in legacy procedures (e.g. Xn: Resource Status Reporting, SON reporting etc.) since they already exist in the current release it makes no sense to use a new procedure to receive it. Otherwise, you could get the same information in two different ways since legacy uses this same information in non AI/ML related ways

Use HO procedures to report UE trajectory predictions (and potentially any information needed at the time of HO preparation) also makes sense because outputs from a source that would have some impact on a target performing the action it would make sense to send it with that procedure (HO preparation) instead of a separate procedure. 
For inputs and feedback not currently exchanged over the Xn it would make sense to have in a separate procedure. 

	Samsung
	Case by case
	Prefer to discuss the procedure for each information case by case.

For option1, data type agnostic is fine. There is no need to design separate procedure to carry the same information for input/output/feedback separately. But prefer not to say “newly introduced information”. For example, for the current energy efficiency metric, it is a kind of resource status and there are several companies supporting to carry it in resource status reporting procedure.
If there is existing procedure to transfer the AI/ML required information, there is no need to design a duplicated one.

OK for handover procedure to carry predicted trajectory information.

For option2, for the UE performance as one type of feedback information, it is better to reuse the SON report transfer procedure. It is not a kind of resource status, so not so proper to involve UE performance in resource status reporting procedure.
For option2a, for a unpredicted information, if there is a related procedure, it is better to be carried by the existing one, such as energy efficiency in resource status reporting procedure.

For option3, there is no need to distinguish input/output/feedback.

	CATT
	Option 1 (with minor comment)
	One set of procedure now.

But we may find out that it is more convenience to separate Non-UE-associated from UE-associated when digging into IE structures one day.

And a minor suggestion: don’t include the word “AI/ML” in message names. Their main usage is of course for AI/ML but no need to limit it.

Option 3 is not feasible. It is quite common for one metric used as both input and output or both input and feedback. Thus it is not possible to separate the three.

	Deutsche Telekom
	Option 1, but
	To have a procedure for “data agnostic” reporting seems to be a good basis, but as Samsung stated each information to be transferred has to checked on a case-by-case basis where to include it, i.e., in this new procedure or in already existing ones.  

	Nokia
	2a) with a comment
	We agree that the new procedure should be agnostic with respect to the purpose for which data is collected. As an example, predicted resource status could be communicated in this procedure. 

The difference we see with feedback is exactly its dependence on the action taken each time, unlike other exchanged information. For this reason, we think it may need different requesting and reporting mechanism than the procedure used for other AI/ML related information.   

For information that is already supported by legacy procedures, we can reuse legacy procedures also to exchange information, even if that information will eventually be used by an AI/ML algorithm. 

Regarding the energy efficiency metric, we do not see it as “resource status” information and therefore we propose to introduce a new procedure to convey current energy efficiency, to support leaner design.   

Regarding how to transfer cell-based UE Trajectory prediction (in a HO Request or through another procedure) we wonder if it is better to first take an agreement to define how exactly predicted cell-based UE Trajectory looks like (does it predict the next hop vs a number of hops in the future, does it include the time dimension, etc.) before we decide how to transfer it.

	LGE
	Option 1, but
	AI/ML information reporting “data type agnostic” for input and output is fine. However, for feedback, we think it would make sense to have a different way (e.g., event-based reporting rather than periodic reporting) or a separate procedure. For example, if UE performance information from target NG-RAN is used as feedback, it may be transferred by the new AI/ML procedure or a separate procedure after the HO is completed.

	Intel
	Option 2
	There’s a significant difference between current status information request and predicted information request. For current status information, it is always available based on measurement and proper collection by the network. Once it is collected, the requesting node can use such information anytime it wants. However, for predicted information, the requested node needs to generate it based on the timing of predicted decision made by the requesting node or the generated prediction result can only be used by the requesting node within a time period (due to the time-sensitive nature of the prediction information). Beside, with the help of AIML capability exchange, if one predicted information cannot be provided, one NG-RAN node can also not to initiate this procedure, where the signaling overhead can be reduced. Therefore, we prefer the new procedure for predicted information only. 

Regarding to UE performance and system KPI, we are fine to either use resource status report or SON report transfer. For EE, it reflects the energy status of a NG-RAN node, where energy is also kind of resource. It is better to use resource status report to transfer current EE.

For Option 3, there are a lot of common between input and feedback information. It is a duplication to request the same information over two different procedures.

	China Telecom
	Option 2a or Option 3
	The existing Resource Status Reporting procedures are applicable for SON MLB operation. If we reuse this procedure to implement AI/ML related use cases, it may harmful to the modular design for AI/ML operations. In addition, there is other information besides resource status that needs to be transmitted by the Xn interface during the data collection phase (such as current/predicted energy efficiency of NG-RAN nodes), even if the existing signaling is reused, the signaling needs to be extended, which increases the complexity of the current signalling. Therefore, we prefer to design new Xn procedures to transmit AI/ML information, and it is also benefit to future functional extension.

	Huawei
	In general, option 1
	Firstly, we assume the new “use case agnostic” procedure is what we already agreed in last meeting, i.e. the new non-UE associated procedure to exchange AI/ML related information.

Secondly, we need to discuss what kind of new UE-specific info to be introduced; if introduced, whether to introduce a new UE-associated procedure is still pending, since the new non-UE associated procedure could also carry (a list of) UE-specific info which is also an existing mechanism and, we could consider to reusing existing procedure, e.g. HO related messages to carry such info

Last but not least, in general, we think the agreed new procedure should be non-use case specific, to carry any non-UE specific information. 

	CMCC
	Option 1
	Sharee the same view with InterDigital.

	ZTE
	Option 3
	As we seen in the TR, regarding the solutions of three AI/ML based use cases, they involve the input data procedure, output procedure and feedback procedure. In the last meeting, we agree to define the new non-UE associated procedure for AI/ML related information. And as AI/ML RAN as new feature, it is much clearer to define three procedures for these three parts and can distinguish the function of these procedure, which input procedure is used for historical information collection, output procedure is used for predicted information transferring, and feedback procedure is used for feedback information procedure.
We don’t like to reuse the existing procedure for AI/ML related information, e.g., HO procedure. Legacy HO procedure has the requirements of the low latency, if we enhance the procedure to include AI/ML predicted information (predicted UE trajectory, predicted UE traffic, etc.), it will cause the high latency for the HO procedure. Moreover, in the future, various AI/ML related information will be involved, it is not a good design to enhance the existing procedure.

And compared with option2a, option3 includes the data collection procedure used for input data and feedback procedure. In the current specification, the resource status reporting procedure can only report the current resource status at once, or the further resource status periodically. However, from technical perspective, AI/ML model needs the historical information. Take an example: If one NG-RAN node requests historical information from other NG-RAN nodes at time T, the other NG-RAN nodes should report the historical information collected before T. The current reporting mechanisms can not support it. Hence, the input data procedure resembling current resource status procedure should be enhanced.

	Qualcomm
	Option 1 with modification
	We agree to use data agonistic new procedure for predicted information and feedback

For current information existing Resource status Reporting can be used.

For UE handover related information HO Report can be used

If there are any new information, then we prefer to discuss in which one of the messages it can be accommodated.


-------------------------------------------------

Conclusion:

9 companies support Option 1 

Of these companies:

· 3 companies state that the exact information to be included in the new procedure to exchange AI/ML information need to be discussed on a case by case basis.

· 1 company suggests to use a generic name for this procedure and avoid the inclusion of “AI/ML” in the procedure name 

· 1 company states that it may be beneficial to have some feedback information signalled via a separate procedure

· 1 company states that UE handover related information should be sent in the HO Report
2 companies supports option 2, of which one could accept option 2

3 companies support Option 2a
Of these companies:

· 1 company sees the need for one more new procedure for feedback information and possibly one more new procedure for Energy Efficiency reporting

2 companies support Option 3
In light of the above it is proposed to agree on the following:
· WA: the new procedure introduced to exchange AI/ML related information is data type agnostic, namely it can be used to transfer any type of AI/ML data (e.g. predictions, feedback, inputs). The exact information to be included in this new procedure need to be discussed on a case by case basis.
· Legacy information that are used to support AI/ML are transferred via existing legacy procedures (no need to signal them via other procedures)

· UE Trajectory Prediction is transferred via existing HO signalling messages. It is FFS whether other ways to transfer the UE Trajectory Prediction are needed
-------------------------------------------------

In [6] enhancements to the Stage 2 description to TS38.300 are proposed.

Companies are invited to provide their views on the TP in [6]

	Company
	Comment

	Ericsson
	We do not see the TP in [6] as essential. We suggest to converge on more agreements on a Stage 2 message sequence chart description and only then, to eventually enrich the general Stage 2 description.

	Lenovo
	The text proposed in [6] looks fine to us. Elaboration as such is in general helpful for the readability. 

	Samsung
	[6] is fine to be captured in stage 2 to give the information of general working flow and scope.

	CATT
	Ok to introduce some general description. 

	Deutsche Telekom
	We see a need for discussion on proper wording of details given in the TP. E.g., the 1st sentence says “AI/ML for NG-RAN, as a RAN internal function, is “. It is true that the AI/ML Model Inference Function is seen as a RAN internal function, but the sentence is rather general and the AI/ML framework may also incorporate training in OAM. Or does this “internal function” also include other functions like Data Collection etc. that we described in TS 37.817?

	Nokia
	We are not sure that this text is needed.

	Intel
	We are fine with the text

	China Telecom
	We are fine with the text proposed in [6].

	Huawei
	We think it is important to capture general Mechanisms and Principles as stage 2 descriptions, after that we could continue our stage 3 work, and after stage 3 work is clear, some further enrichment of stage 2 descriptions might be needed.
Also try to answer question from DT, here “RAN internal” means it is a RAN side function, here RAN include Uu interface+RAN nodes+RAN interfaces, hope this would clarify a bit. We could continue to work on the detailed wording.


	CMCC
	No strong view.

	ZTE
	We don’t think the general description is necessary. Agree with E///. Focus on the stage2 description on the “use case agnostic” procedures.

	Qualcomm
	Agree with E///


-------------------------------------------------

Conclusion:

7 companies support the TP in [6]

Of these companies:

· One company proposes some rewording to the TP
4 companies do not support the text in the TP

Of these companies:

· 3 companies suggest to progress more on stage 2 agreements before adding to the Stage 2 description
1 company has no strong view.

In light of the above, the following is proposed:

· Whether a revision of R3-225845 can be agreed is “to be continued” in the next round of discussions
 -------------------------------------------------

3.2 Discussion on Stage 2 procedures for Split RAN

In [7] a TP to TS38.401 is proposed where a solution based on Option 3 in Section 3.1 is described for the split NG-RAN architecture. 
It is first of all clear that proposals in [7] depend on the outcomes of discussions in Section 3.1. 

Further, the moderator would like to point out that the following was agreed at RAN3-117e:

Both non-split architecture and split architecture are in scope. Focus on the non-split architecture first. Split architecture should be specified after the work of non-split architecture. The training/inference function location is referred to TR37.817.
With the above in mind, companies are invited to provide their view on the proposals in [7] and whether such proposals are in scope of current RAN3 work 

	Company
	Comment

	Ericsson
	As per agreements at RAN3-117e, we should first work on the non-split RAN architecture and tackle split architectures only when we reach a good level of completion for the non-split architecture use cases. Hence, we believe that the proposals in [7] are not in scope of RAN3 work for the time being.

	Lenovo
	We can discuss E1/F1 stage 2 procedure after some agreements have been made.  

	InterDigital
	Agree with Lenovo and Ericsson, lets wait until some stability in non-split architecture

	Samsung
	It is better to delay the discussion after E1/F1 impact identification.

	Deutsche Telekom
	Agree with Ericsson and others.

	Nokia
	We agree with Ericsson that we took an agreement to first focus on non-split architecture. We can revisit this topic later.

	LGE
	We agree with Ericsson.

	Intel
	Agree with Ericsson.

	China Telecom
	From our point of view, we think both split and non-split architecture should be supported. But we are fine to focus on the non-split architecture first and then evaluate the F1/E1 impact.

	Huawei
	Not for now. We think we could discuss the issues related with split architecture, after we have agreements, we could try to reflect in stage 2 spec, so far, we even have not agreed any naming nor procedure details.

	CMCC
	Agree with Ericsson.

	ZTTE
	In our TP to 38.401, it captures the deployments in the case of split architecture, which was agreed in the TR.
It was also agreed in the last meeting, “Both non-split architecture and split architecture are in scope.”  Since the deployments in the case of split architecture are acknowledged, they can be captured in the 401 firstly.

	Qualcomm
	We can hold the proposal until the E1/F1 impacts are identified 


-------------------------------------------------

Conclusion:

12 companies agree that discussions on non-split architecture should start when good level of completion for the non-split architecture use cases is achieved
1 company states that the proposals in [7] reflect the content of TR37.817

In light of the above the following is proposed to be agreed:

· RAN3 will focus on non-split architecture use cases and procedures first and discuss split architecture use cases and procedures when of completion for the non-split architecture use cases and procedures is achieved. 

3.3 Exchange of AI/ML Capabilities 

During RAN3-117e the following open issue was captured:
Further discuss on whether exchange the AI/ML capability over Xn interface and the detailed capability.

At RAN3-117bis a number of proposals were made on this topic. 

A first aspect that emerged from the papers submitted is that even if NG-RAN nodes exchange AI/ML capabilities, an NG-RAN node may not be able to successfully respond to a request for AI/ML information, e.g. predictions, even if they are supported.
Therefore, a first question to be asked is whether the exchange of AI/ML capabilities is able to completely address AI/ML information request failures for information that are supported by the node receiving the request, but not available at the time of requesting.

Companies are invited to provide their views on whether the exchange of AI/ML capabilities completely addresses AI/ML information request failures for information that are supported by the node receiving the request, but not available at the time of requesting 

	Company
	Comment

	Ericsson
	We acknowledge that even if RAN3 agrees to procedures where NG-RAN nodes exchange AI/ML capabilities, it is still possible that a node may request AI/ML information supported by the peer node, but where the request is rejected. Hence the exchange of AI/ML capabilities cannot totally solve the problem of avoiding failure cases in AI/ML information requests

	Lenovo
	Agree with Ericsson. 

	InterDigital
	Agree with Ericsson and Lenovo

	Samsung
	The exchange of AI/ML capabilities can not solve the failure for AI/ML related requesting. The suitable way to give the capacity information is to reject the related AI/ML request directly. 

So there is no need to design dedicated signaling for AI/ML capability exchange.

	CATT
	Agree with Ericsson

	Deutsche Telekom
	Fine with statements made by companies before.

A question: Does a reject mean that the node doesn’t generally support such AI/ML capability or can it happen that this is only temporarily? In the first case the requesting node doesn’t have to ask anymore the other node, whereas in the second case it would make sense to ask event-based or periodically. Use of cause values to differentiate?

	Nokia
	Our thinking about the AI/ML Capability indication is not for avoiding failure to receive information but to be able to request the right information from a neighbour. It is true that it is always possible that a node rejects a request but it could be useful to enable a node to request the right sort of predicted information from a neighbour. 

If a node signals its neighbours the kind of predictions it supports pro-actively, then a neighbour can know in advance what kind of information is supported in order to request it if needed. E.g., a node may indicate it supports/may provide predicted CAC information and predicted radio resource status. A neighbour could then only subscribe to “available” predictions provided by the node. This would assume that every time a node’s capability changes (e.g., different predictions are supported) it would indicate this information to its neighbours. This would of course increase the amount of required signaling.

In the other alternative, if a node asks the neighbour of its capability and the neighbour indicates its capability re-actively then there is no guarantee that at the actual time when a node requests a prediction the neighbour will be capable to provide it. 

So we think that in the second case (which is the simpler one), there is no guarantee that when a request is placed a node is capable to provide a certain prediction. Under both cases it is possible that a node that receives the request may eventually reject to provide (for its own reasons) the measurement but that should be more of an exception than a rule.

	LGE
	We agree with Ericsson.

	Intel
	As commented by Nokia, AI/ML capability is used to help the requesting NG-RAN node understand the neighbouring NG-RAN AI/ML capability better, so that the further prediction information request can only be sent to the proper neighbouring NG-RAN node. 

It is true that one can reject the request if it cannot support providing such information. However, by knowing AIML capability in advance and help to reduce the request signaling overhead. As discussed above, NG-RAN node may request predicted information over a new procedure. If one NG-RAN node cannot support generation of certain prediction information, there’s no need to initiate predicted information exchange procedure, where the signaling overhead can be reduced.

	China Telecom
	We agree with Ericsson.

	Huawei
	Not sure the intention of this question, even the receiving node indicates its support, it could still reject the request.

	CMCC
	Agree with Ericsson.

	ZTE
	If the NG-RAN node cannot report the predicted information requested by other node, it can send the rejection or failure message in a implicitly way. 

	Qualcomm
	Agree with Nokia and Intel


-------------------------------------------------

Conclusions:
All companies agree that, even if procedures for AI/ML capability exchange were in place, it is not possible to avoid the case of AI/ML information request failures for information that are supported by the node receiving the request, but not available at the time of requesting

Hence the following is proposed to be agreed:

· Even if procedures for AI/ML capability exchange were in place, it is not possible to avoid the case of AI/ML information request failures for information that are supported by the node receiving the request, but not available at the time of requesting

-------------------------------------------------

One approach to the open issue captured during RAN3-117e is to enable NG-RAN nodes to exchange information about the predicted information supported (see [1]). Namely, for each IE defining a prediction used for AI/ML, an NG-RAN node signals to its neighbour NG-RAN nodes whether the predicted information is supported or not. 
Companies are invited to provide their views on whether it is feasible and beneficial to enable inter NG-RAN node signalling describing whether an NG-RAN node supports each IE defining a prediction used for AI/ML

	Company
	Comment

	Ericsson
	We believe that this approach is not scalable. The reason is that the number of IEs including predicted information for AI/ML will grow with time and with the supported AI/ML use cases, hence the signalling needed will become more and more complex.

We do not think the approach provides significant benefits either. The reason is that, if the intention is to purely signal what IE the NG-RAN node supports, this can be configured by OAM as it is a static piece of information, no need to signal it e.g. at every Xn Setup. 

Additionally, availability of predictions may change with time. For example, a prediction may not be carried out due to resource limitations or due to lack of appropriate inputs. Hence, even if RAN3 specifies such detailed capability exchange, it cannot be avoided that NG-RAN nodes incur in AI/ML information request failure. 
Therefore, we consider this option too complex with respect to the benefits it provides.

	Lenovo
	Agree with Ericsson. 

	InterDigital
	Agree with Ericsson/Lenovo

	Samsung
	The AI/ML supporting capability is time-varying, so exchanging such information brings in signaling burden. 

It is not feasible to exchange the capability of individual predicted information.

	CATT
	Agree with Ericsson.

	Deutsche Telekom
	Agree with Ericsson and others.

	Nokia
	Our thinking is that a node would need to signal to its neighbours the dynamic AI/ML capabilities to provide a prediction at a certain time. If the node is overloaded or it cannot provide a prediction for any other reason (e.g., if the model providing the predictions is not sufficiently trained) it would update the neighbours about this information. This would allow the neighbours to place the right inference requests to a node. We agree that this is the most signaling intensive approach but this would be in our view the only way to make a node aware whether a certain inference can be provided by a neighbour, if we want to introduce any AI/ML Capability indication.

	LGE
	We agree with Ericsson.

	Intel
	Agree with Nokia and see our comments above.

	China Telecom
	We agree with Ericsson.

	Huawei
	Not sure if we should go for such a complicated solution.

	CMCC
	It is not feasible to exchange the capability of individual predicted information.

	ZTE
	No. According to the reporting mechanisms, in the request message, it includes the type of reporting information, if the NG-RAN node cannot report the predicted information requested by other node, it can send the rejection or failure message in a implicitly way.

	Qualcomm
	Agree with Nokia. But we are open to discuss the granularity of reporting capability.


-------------------------------------------------

Conclusion:

11 companies do not support to enable inter NG-RAN node signalling describing whether an NG-RAN node supports each IE defining a prediction used for AI/ML

3 companies support to enable inter NG-RAN node signalling describing whether an NG-RAN node supports each IE defining a prediction used for AI/ML

Based on the above, the following is proposed:

· Signalling describing the capability to support specific information predictions used for AI/ML is not pursued in this release

-------------------------------------------------

Another approach described is to enable NG-RAN nodes to exchange information about the supported AI/ML use cases (e.g. see [3], R3-225513). In this approach, an NG-RAN node signals which of the AI/ML use cases the node supports. Proposals so far have not gone into the details of whether all the AI/ML information defined for the use case are supported by an NG-RAN node stating support for the use case. This aspect should be clarified before a decision can be made.

Companies are invited to provide their views on whether it is feasible and beneficial to enable inter NG-RAN node signalling describing whether an NG-RAN node supports a specific AI/ML use case and what is the meaning of such support (e.g. support for all information concerning the use case?)
	Company
	Comment

	Ericsson
	Signalling the AI/ML use cases an NG-RAN node supports scales better than signaling support of each prediction information. 

However, the information signalled could also be considered static and OAM configurable. At the same time, and like with the signalling of predicted information, the exchange of supported use cases does not preclude that a request for AI/ML information may incur in a failure.

In our view, stating that an AI/ML use case is supported implies that all the information related to the use case are supported.
We consider this solution as a fair compromise between keeping a reduced complexity and providing some awareness among NG-RAN nodes of the functionality and information supported at an NG-RAN node

	Lenovo
	We also think OAM configuration could work as other features. We can accept this option if majority companies want and exchanging such capability during Xn interface setup should work as we don’t expect dynamic AI/ML capability change. 

	Samsung
	There are three use cases so far. And each of them has several AI/ML functionalities. For example, ES includes resource status prediction, energy efficiency prediction, energy saving strategy generation. A node may only has the function of resource status prediction, but no other functionalities. In such case, the node can not support full functionality for each use case. If exchanging such information, the neighbor node would not request the resource status prediction for this node. Actually, predicted resource status would help the neighbor node to do ES/LB/MO decision. 

So it is not feasible to exchange the use case supporting information.

	CATT
	We think coordination on AI/ML capability per use case also have scalability issue. Although currently there are only 3 use cases,it could not be imagined that in the future how may use cases would be supported.

Besides, according to the previous discussions, it seems different use cases may need same AI/ML functionalities. For example, load prediction would applied to all the three use cases. 

From our perpective, configure whether AL/ML function is supported or not via OAM and further know the detailed function via cause value if failed.  


	Deutsche Telekom
	Due to reasons mentioned already by Samsung and CATT, we also do not prefer a use case-based capability exchange

	Nokia
	We don’t see beneficial to signal capability on a per use-case basis. 

We think that signaling AI/ML capability per use case would be too restrictive. It would be too much to expect that a node that supports a use case supports all the information related to the use case. Taking for example predicted resource status into account, a node may provide predictions of some information (e.g., predicted CAC but not predicted slice information). It is also possible that a node is capable to provide a prediction of predicted CAC for a certain time but not for another (since different models could be used to calculate predicted load in rush-hours or in non rush-hours) for example. It would be in our view very resource wasteful for a gNB that it must provide all possible predictions to support a certain use case. 

Also, telling a neighbour whether a node supports e.g., AI/ML Mobility optimization is not really useful information to the neighbour in our opinion because for some handovers the AI/ML algorithm may be used and for others a baseline. Besides, it should be up to the node to decide which of the different available algorithms it will use at every time.

	Intel
	Let us clarify. The intention is not use case specific. As stated in our contribution, many use cases may share the same predicted information as input, which can be requested to be provided by another NG-RAN node, e.g. predicted resource status. Therefore, the AIML capability can be requested per prediction information, i.e. each predicted information IE.

	China Telecom
	We share similar view with Ericsson, if NG-RAN node supports a use case, it indicates that the current node supports all the information related to the use case. Therefore, exchange the supported AI/ML use cases of the NG-RAN nodes over Xn interface is feasible and beneficial to avoid unnecessary signaling.

	Huawei
	Not sure if this is the right direction, on one hand, the number of supported use case may increase; on the other hand, some of information are common for all use cases. We are also wondering why a node which could provide node load prediction just supports load balancing but not mobility enhancement; on the other hand, we are not sure if it is also possible that the node might be in a case that the resource could just allow one use case to be operated, in that case, to indicate the support of the use case doesn’t mean anything…

	CMCC
	Agree with CATT that coordination on AI/ML capability per use case also have scalability issue.

	ZTE
	Not a good approach for future extension. AI/ML based use cases are not limited to current three cases.

	Qualcomm
	We first need to agree on whether capability can be exchanged. The granularity of the capability can be discussed once the agreement is made.


-------------------------------------------------

Conclusion:

3 companies support signalling of the AI/ML use cases an NG-RAN node supports. 

Of these companies:

· One company accepts the solution if majority accepts it

9 companies do not support signalling of the AI/ML use cases an NG-RAN node supports. 

Based on the above the following is proposed to be agreed:

· Signalling describing the capability to supports specific AI/ML use cases is not pursued in this release

-------------------------------------------------

A final solution that has been presented (see [2]) mirrors mechanisms present in current specifications, for example for the Xn: Resource Status Reporting Initiation procedure. 
In this solution, an NG-RAN node learns whether a peer NG-RAN node supports the reporting of a given set of AI/ML information by means of the response to an information reporting request. 
Just like in current mechanisms, the response may include opportune cause values that enable the requesting node to deduce, e.g. whether the information requested is not supported, or whether the information requested is not available. This solution evidently relies on a trial end error mechanism. However, as in current systems, it is plausible to believe that the network can quickly converge to an understanding of what information and use cases are supported by each NG-RAN node, as such learning would involve a single rejection concerning the requested information. Similar approach was also mentioned in R3-225844.
Companies are invited to share their views on the feasibility and benefits of an AI/ML capability signaling that relies on the AI/ML information request, AI/ML information response, AI/ML Information Request Failure messaging 

	Company
	Comment

	Ericsson
	We believe that this mechanism, despite incurring in the cost of some AI/ML information request failures, is viable. 

An NG-RAN node may learn by means of receiving opportune cause values, whether a piece of AI/ML information is supported or it is simply not available. Note that AI/ML Information Request Failures due to un-availability of information at the reporting node would occur also with an explicit AI/ML capability signaling.

Therefore, the benefits of this method are its simplicity and its effectiveness, assuming that the network can converge to a full capability knowledge after a few rounds of AI/ML information request/response procedures

	Lenovo
	We expect some new cause value will be introduced anyway. But it’s unclear how many cause values can serve the purpose. Besides, we don’t expect the case that a Gnb capable of resource status prediction suddenly becomes uncapable, or vice versa. And probably OAM configuration is also necessary in this case. 

	Samsung
	It is a simple and feasible way to give the AI/ML supporting information. Cause value in response or failure message can help to realize it.

	CATT
	It could be one possible solution

	Deutsche Telekom
	We also see it as possible solution (and it is an answer of one of our earlier comments/questions).

	Nokia
	Yes, this could be a simplistic approach. A node could deduce if a neighbour supports a prediction or not by placing a request and by receiving in the response that a prediction can be provided or not (with an appropriate cause value).

	LGE
	As Lenovo mentioned, we have a similar understanding of how many cause values are needed. Moreover, if the AI/ML supporting capability is time-varying, this solution may not benefit because it relies on a trial and error mechanism.

	Intel
	It depends on whether we use a dedicated procedure for predicted information. If yes, then we agree that it can be one possible approach.

	China Telecom
	Yes, it could be one possible solution. We can further discus the detailed message designs after we reach consensus on the AI/ML information request procedure (which is relevant to Q2).

	Huawei
	In our understanding, the request and response mechanism could implicitly indicate the node capability; in addition, there are other mechanisms such criticality rejection or cause value to indicate the support of a feature or not, so there is no need to introduce RAN node’s AI/ML capability, but just take advantage of the exiting mechanisms, e.g. request/response, criticality, etc.

	CMCC
	It could be one possible solution, and the detailed message design needs further discussion. 

	ZTE
	Yes. Similar reason commented above.

	Qualcomm
	Yes this is one of the possible option


-------------------------------------------------

Conclusion:
11 companies support that AI/ML capability exchange in NG-RAN can be achieved by means of procedures for AI/ML information request, AI/ML information response and AI/ML Information Request Failure 

Of these companies:

· One company states that the solution depends on whether we use a dedicated procedure for predicted information

2 companies do not support that AI/ML capability exchange in NG-RAN can be achieved by means of procedures for AI/ML information request, AI/ML information response and AI/ML Information Request Failure and instead support OAM based solutions.
Based on the above the following is proposed to be agreed:

· AI/ML capability exchange in NG-RAN can be achieved by means of procedures for AI/ML information request, AI/ML information response and AI/ML Information Request Failure

-------------------------------------------------

3.4 Impact on the NG Interface

During RAN3-117e the following was agreed as an open point:
Focus on Xn interface first.
FFS on NG
In [2] it is argued that the AI/ML information (input/output/feedback) identified so far have no NG impact. In one example, [2] argues that, just like the current resource status is not transferred over the NG and it is not exchanged in absence of an Xn interface, then in the same way AI/ML information do not need to be transferred via the NG. [2] concludes that “if there is one specific information that should be exchanged by NG during the future study, NG discussion can be re-open then”.
In another paper (see R3-225844) it is argued that Xn and NG are two different interfaces and that forwarding information from one NG-RAN node to another via the AMF is obviously not the main purpose of NG. The paper argues that in case of such forwarding via the NG additional delay and traffic load would be introduced [at the AMF and over the NG]. Also, it is argued that information to be exchanged for AI/ML might require a frequent and massive exchange for which NG interface is not a proper transporting channel; in addition, some info might have real time requirements which also impose additional burden over NG interface. 
The paper concludes that signalling over NG was not part of the SI conclusions and not in scope of the WID and that RAN3 should focus on Xn impacts.

Companies are invited to provide their views on whether RAN3 should consider solutions for AI/ML information exchange over the NG interface as part of Rel18
	Company
	Comment

	Ericsson
	We believe that it is not feasible to support AI/ML information exchange between NG-RAN nodes, via the CN and over the NG. As pointed out by other companies, the impact on the NG and on the CN deriving from the massive amount of information exchange required to support AI/ML use cases has not been studied and should not be underestimated. Hence, as a minimum, a proper study should be carried out before any conclusion on possible NG based signalling solutions are taken.

We anyhow foresee the Xn interface as highly available between NG-RAN neighbour nodes, hence we do not see the un-availability of Xn connectivity as a problem that could undermine deployment of AI/ML based solutions.

	Lenovo
	Agree with Ericsson.

	InterDigital
	Agree with Ericsson/Lenovo

	Samsung
	So far, it seems there is no NG impact. NG discussion can be re-open then if any specific requirement is identified.

	CATT
	Maybe we need to discussion whether NG based handover procedure should be considered for mobility cases. 

	Deutsche Telekom
	We currently don’t see the need to consider AI/ML-related info exchange via NG. Focus on Xn interface should be sufficient. If there is a real use case with related benefits identified, the discussion might be re-opened in the future. 

	Nokia
	We agree with Ericsson that a proper investigation is needed regarding the feasibility of AI/ML over NG, especially since the availability of Xn interface seems like a solid assumption in most use cases of interest. So in that sense it is better to focus on Xn first.

	LGE
	We agree with Ericsson.

	Intel
	Agree with Ericsson.

	China Telecom 
	Agree with Ericsson. For the AI/ML information (input/output/feedback) we have discussed so far, there is no NG impact.

	Huawei
	In general, as indicated in our paper, we think there is no need to consider NG interface at this moment, we suggest to focus on the Xn interface. As indicated in our paper, forwarding via NG interface would introduce additional burden to AMF and NG interface, needless to say that the performance of AI/ML might also be impacted which has not been investigated.

	CMCC
	Currently, we do not see NG impact. The discussion can be re-open then if any specific requirement is identified.

	ZTE
	NG impact can be discussed later after Xn.

	Qualcomm
	We think AI/ML exchange over NG could be beneficial in few scenarios. Hence we prefer to discuss NG impacts after Xn.


-------------------------------------------------

Conclusions:

11 companies support that there are currently no requirements on considering solutions for AI/ML information exchange over the NG interface as part of Rel18
Of these companies: 
· 10 companies state that, if new requirements for NG involvement are identified, the discussion can be reopened NG impacts can be studied

1 company states that RAN3 should discuss whether NG mobility should be in scope of the AI/ML work

2 companies suggests to open discussions on NG impacts after discussions on Xn impacts have been concluded

Based on the above, the following is proposed to be agreed:

· WA: Solutions for AI/ML information exchange over the NG interface are not considered as part of Rel18
· In case new requirements are identified, it is FFS whether to tackle Solutions for AI/ML information exchange over the NG interface
-------------------------------------------------

4 References

[1] R3-225583, Discussion on AI/ML Model Capability Exchange (Nokia, Nokia Shanghai Bell)

[2] R3-225701, Discussion on Stage 2 impact of AI/ML for NG-RAN (Samsung)

[3] R3-225776
Discussion on Stage 2 of AI/ML based Use Cases (Intel Corporation)

[4] R3-225510
(TP for AI/ML BLCT to TS38.300) Stage 2 Signalling Chart for AI/ML (Ericsson)
[5] R3-225877
Discussion on stage2 impacts for AIRAN feature (ZTE Corporation)

[6] R3-225845
(TP for AI&ML BLCR for TS38.300) Further stage 2 updates on the introduction of RAN AI/ML (Huawei)

[7] R3-225878
CR to 38.401 for addition of AIML-RAN feature in the case of split architecture (ZTE Corporation)
[8] 

�Only TDocs in the addressed AI are referenced explicitly





