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1. Introduction
In last RAN3#117e meeting, R18 WI on RAN AI&ML was discussed for the first time, some common understandings were achieved and some agreements were reached as well [1] [2]. In this paper, further general considerations on, e.g. MDT handling, potential NG impacts, further stage 2 descriptions, etc., were discussed with some suggestions being proposed. 
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In last RAN3 meeting, some to-be-continued issues were identified which in our understanding are not use case specific ones: 
Focus on Xn interface first, FFS on NG.
FFS whether to use the existing procedure or dedicated new procedure for other input, output and feedback information.
Validity time for a prediction is used as a local node model output without standards impact, no consensus on whether validity time needs to be transferred over interface.
Further discuss on whether exchange the AI/ML capability over Xn interface and the detailed capability.
Potential MDT enhancement related issues as follows, need more time to discuss the details and potential standard impacts, coordination with ran2/sa5 if needed:
-	enhance the mdt procedure to solve the issue how to support the consecutive ai/ml data collection for the certain time-series ai/ml model.
-	how the source ng-ran node obtains logged ue trajectory information when ue enters rrc connected state and reports to the new ng-ran node.
-	how to enable a more granular selection of ues based on enhanced mdt configuration information in management based MDT
-	how to map ai/ml feedback information to ai/ml actions and report them over MDT
FFS on whether UE associated procedure is needed.
In our understanding, those open issues above should apply to all the three use cases, in the rest of this paper, we will try to have further discussions and analysis on each of them, and share our suggestions.
3. Discussion
3.1	NG impacts
The question was raised in [3] that if XN interface is not available, all the to-be-agreed proposals should also apply to NG interface, i.e., the identified Xn AI/ML information exchange can be revisited and extended to NG if applicable, including the current and predicted resource status and, the current/predicted energy efficiency and energy state, between neighbour gNBs. 
Here there is a general principle worthy to be noted is that Xn and NG are two different interfaces, info forwarding through AMF over two NG interface is obviously not the main purpose of NG, needless to say the additional delay and traffic load would be introduced. Back to the concrete scenario here for RAN AI/ML, the information to be exchanged mainly serve as the input for model training or inference, this might require a frequent and massive exchange for which NG interface is not a proper transporting channel; in addition, some of info might have real time requirements which also impose additional burden over NG interface. Meanwhile, since this was not discussed during SI phase and not was included in the WID scope, it is important to focus on the stage 3 impacts over Xn interface. If time allows, RAN3 could continue to investigate the feasibility of info exchange over NG interface.
Proposal 1: RAN3 should focus on discussions on stage 3 impacts over Xn interface, and further investigations are needed on the feasibility of info exchange over NG interface if time allows.
3.2	Any MDT enhancements needed
MDT procedure mainly serve the purpose of data collection over Uu interface. During SI phase, there had been some discussions on whether new parameters over Uu interface are needed for model training, but no new parameters have been identified yet, which means that the existing parameters collected by MDT procedure can satisfy the required input for AI/ML model training, with this understanding, there is also no need to enhance the MDT procedure, i.e. MDT procedure could be reused as base line. 
Furthermore, before discussing if any enhancements are needed for MDT procedure, we firstly should identify if any new parameters over Uu interface are needed. If yes, two further questions are to be investigated, one is for which use case, the other is if MDT procedure could be used to report this new parameter. Once the two questions are answered, the answer to whether any MDT enhancements are also clear.
Proposal 2: MDT procedure should be used as base line for data collection.
Proposal 2bis: Further discussions are required on whether new parameters are needed for any use case and, whether MDT procedure could be reused to report the new parameters.
Based on proposal 2, MDT procedure serves the purpose of data collection, while the data collection serves the purpose of providing data as input for AI/ML model training. In our understanding, the input data collection for AI/ML model training is not a timing critical task, it is a long-term and continuous task trying to collect data from as many as possible UEs under different radio environments. With this understanding, we are not sure if “how to support the consecutive ai/ml data collection for the certain time-series ai/ml model” is still an issue or not. 
Observation 1: MDT procedure serves the purpose of collecting data as input for AI/ML model training, which is not a real-time task.
From the observation above, we could that the AI/ML data training requirement huge amount of UE info, in other words, it doesn’t rely on some UE info, then for the open issue of “how the source ng-ran node obtains logged ue trajectory information when ue enters rrc connected state and reports to the new ng-ran node”, maybe we need to discuss the necessity of transferring the MDT report from new NG-RAN node back to the source NG-RAN which configured MDT task. In our understanding, there is no need, since anyway existing MDT procedure will collect enough data as input for training. In addition, UE Trajectory prediction can be done at network side based on UE history information and the HO related information, at least there is no need for UE to predict trajectory.
Proposal 3: There is no need to work on the scenario of transferring the MDT report from new NG-RAN node back to the source NG-RAN which configured MDT task, when UE enters back to RRC connected mode.
While for the following two issues, “how to enable a more granular selection of UEs based on enhanced MDT configuration information in management based MDT, how to map AI/ML feedback information to AI/ML actions and report them over MDT”, we are not quite sure about the issues. For the former, when MDT management is configured, if NG-RAN would like to make this as the input for AI/ML model training, we need to understand why network should try to identify/distinguish among connected UEs, what are the motivations/benefits; while for the latter, we understand this might be a general issue, i.e. how AI/ML feedback info would help to improve the AI/ML actions, then the question comes down to how the feedback would improve the training effect, but we are not sure why this issue is related with report from MDT. As mentioned above, MDT serves as the procedure for data collection, we need to discuss if new type of data is needed and, if existing MDT procedure could still be reused to collect new type data; once the entity providing inference receives the performance feedback, it understands the efficiency of the trained model, maybe what we need to discuss is how to provide performance feedback info to OAM for the case of training at OAM side, but this could be left to SA5 to discuss, after RAN3 reach consensus and agreements on the detailed performance feedback info for each use case.
Proposal 4: How performance feedback info is provided to OAM for the case of training at OAM side could be left to SA5 to discuss, after RAN3 reach consensus and agreements on the detailed performance feedback info for each use case.
3.3	Capability
In last meeting, the question of whether AI/ML capability could be requested by source node to neighbour node. Normally based on RAN3 practice, we never define node capability, it is solved by OAM configuration. On the other hand, as we already agreed to introduce a new procedure for reporting of AI/ML related information in a requested way, we think this request and response mechanism actually could implicitly indicate the node capability, since the availability/inclusion of e.g. predicted info would indicate the capability. In addition, such request/response procedure should not be triggered just before the time when the source node needs to make an inference, which means if the target node responds with the failure indication, existing procedure could take over without impacting the network performance.
Observation 2: The request and response mechanism could implicitly indicate the node capability
Proposal 5: There is no need to introduce RAN node’s AI/ML capability
3.4	Whether UE associated procedure is needed
In last meeting, it was agreed that the new procedure over Xn used for AI/ML related information should be non-UE associated as a start point, and one further open issue is that whether UE associated procedure is needed.
Here the main point is, what kind of info has to be transferred over UE associated procedure. Looking at all the three use cases, we could see that the info to be exchange mainly would include predicted info, such as resource, trajectory, traffic, power consumption, etc., performance feedback info, such as energy efficiency, throughput, packet delay, packet loss, etc., and some UE specific info, such as handover failure indication. Among these information, most of them are cell level or node level, which could be handled by non-UE associated message; while some of them are UE specific, i.e. handover failure and UE trajectory prediction. 
For handover failure indication, actually this is an existing mechanism which could be indicated through HO failure message or from HO failure report in SON or, from UE RLF report; while for UE trajectory info, on one hand, the local RAN node may also be able to predict a certain served UE’s trajectory, and then inform such predicted info to neighbour nodes, here the agreed non-UE associated message could be used, since local node could inform such predicted info of a list UEs. Another scenario is about local node’s request for a certain UE’s predicted info from neighbour node, this request however is not dedicated to a one specific UE only, i.e. could serve for any single UE, so the agreed non-UE associated message could also address this scenario.
With the analysis above, we could see that most of info to-be-exchanged over Xn could be handled by non-UE associated message; while for the UE specific info, what we could identify on the table are handover failure info and UE trajectory prediction info, which could either be handle by the existing mechanism or the non-UE-associated message. Thus we think whether a dedicated UE associated message is needed is still pending on whether new UE specific info are identified and whether such new info could be not transferred with the agreed non-UE associated message, and such new info should be use case dependent.
Observation 3: Most of info to-be-exchanged over Xn are cell or node level, which could be handled by the new non-UE associated message;
Observation 3bis: For the identified UE specific info so far, i.e. handover failure and UE trajectory prediction, they could be transferred either by the new non-UE associated message or by the existing messages;
Proposal 6: Before deciding to introduce a new UE-associated message, new UE specific info should be investigated and identified case by case.
3.5	Validity time
Validity time has been discussed several times during SI phase without clear consensus, in last RAN3 meeting, companies seems to be on the same page that if validity time for a prediction is used as a local node model output, there should be no standards impact, the controversial part is if validity time needs to be transferred over interface together with inference result from local node.
Observation 4: If validity time for a prediction is used as a local node model output, there should be no standard impact.
When it comes to the inference result from local node, there could be different types of info, e.g. prediction info, energy efficiency command or HO command. If we check the info one by one, we may see different outcome. For prediction info, it seems that a validity time is needed otherwise the receiving side may always use the info; however, one could argue that the validity time can be indicated in an implicit way, i.e. the output information can be treated as valid if no new version of such information is received, just like the existing Xn/F1 procedures, one thing is for sure, the sending side should know the validity of the output; for command, it seems that there is no need for a validity time, since normally the command would be executed immediately upon reception, however one could also argue that the command may include the timing info for the command to be executed. With such analysis, then we may have to discuss the need of validity time on to-be-transferred information basis which is use case specific.
Proposal 7: The need of validity time should be on concrete information basis which is use case specific.
3.6	The using of existing procedure
As could be seen from the analysis in section 3.4, we had the observation that, for the identified UE specific info so far, i.e. handover failure and UE trajectory prediction, they could be handled either by the non-UE associated message or by the existing mechanism. The conclusion is obvious that existing procedure would be used, for example, to exchange some HO failure info over existing SON report or exiting HO failure message; on the other hand, we would also agree that which existing procedure to be used should also be discussed use case by use case.
Proposal 8: The exiting procedure should be used, which existing procedure to be used should be discussed use case by use case.
3.7	Stage 2 update
In last meeting, initial stage 2 CR was agreed, with the introduction of some abbreviations and general descriptions. In our understanding, some further stage 2 descriptions could be further considered, e.g. the general principles and mechanism descriptions for the support of RAN AI/ML function.
Proposal 9: RAN3 to agree stage 2 updates to 38.300 on the general principles and mechanism descriptions for the support of RAN AI/ML function.
The corresponding TP could be seen in [4].
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Based on the discussion in this paper, we reach the following observations and proposals.
[bookmark: _Toc423020280]Observation 1: MDT procedure serves the purpose of collecting data as input for AI/ML model training, which is not a real-time task.
Observation 2: The request and response mechanism could implicitly indicate the node capability
Observation 3: Most of info to-be-exchanged over Xn are cell or node level, which could be handled by the new non-UE associated message;
Observation 3bis: For the identified UE specific info so far, i.e. handover failure and UE trajectory prediction, they could be transferred either by the new non-UE associated message or by the existing messages;
Observation 4: If validity time for a prediction is used as a local node model output, there should be no standard impact.
Proposal 1: RAN3 should focus on discussions on stage 3 impacts over Xn interface, and further investigations are needed on the feasibility of info exchange over NG interface if time allows.
Proposal 2: MDT procedure should be used as base line for data collection.
Proposal 2bis: Further discussions are required on whether new parameters are needed for any use case and, whether MDT procedure could be reused to report the new parameter.
Proposal 3: There is no need to work on the scenario of transferring the MDT report from new NG-RAN node back to the source NG-RAN which configured MDT task, when UE enters back to RRC connected mode.
Proposal 4: How performance feedback info is provided to OAM for the case of training at OAM side could be left to SA5 to discuss, after RAN3 reach consensus and agreements on the detailed performance feedback info for each use case.
Proposal 5: There is no need to introduce RAN node’s AI/ML capability
Proposal 6: Before deciding to introduce a new UE-associated message, new UE specific info should be investigated and identified case by case.
Proposal 7: The need of validity time should be on concrete information basis which is use case specific.
Proposal 8: The exiting procedure should be used, which existing procedure to be used should be discussed use case by use case.
Proposal 9: RAN3 to agree stage 2 updates to 38.300 on the general principles and mechanism descriptions for the support of RAN AI/ML function.
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