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Introduction
In the last RAN3#117-e meeting, RAN3 discussed CHO with SCG and agreed the following:
In Rel.18, RAN3 will continue the work on the CHO with SCG at the target. The scope will be limited to the data forwarding optimizations. 
Regarding CHO with multiple SCGs at the target, RAN3 will wait for the progress in RAN2 before starting signalling design. At the next meeting, RAN3 will open discussion on the data forwarding aspects.
WA: RAN3 agrees to create a separate chapter in TS 37.340 related to CHO with DC, and to do it as part of the work on the Rel.18 Mobility Enhancements. 
Based on the above highlighted agreement, the mobility enhancement WID has been revised accordingly during the last RAN#97-e plenary [1]:
	3. To specify data forwarding optimizations for CHO including target MCG and target SCG in NR-DC [RAN3]. 


Regarding this data forwarding optimizations for CHO including target MCG and target SCG in NR-DC, we provide our analysis in this contribution. 
Discussion
This data forwarding optimization issue has been raised by [2], calling for attentions on whether there need any enhancements to prevent duplicated data forwarding from the source toward the same target node. The question was formulated with respect to CHO with SCG, i.e. the same target SN may be prepared for "SCG" part from multiple candidate target MNs during CHO triggered from the same source MN and early data forwarding from the source side to the target SN (if any) may thus be duplicated. 
Note that this duplicate forwarding problem does not exist in the late data forwarding where data forwarding happens after the UE has successfully accessed to one of the candidate target cells and thus forwarding happens toward the only one set of forwarding TNLs decided by the UE's CHO execution. But early data forwarding that may occur before CHO execution (which is only for DL and per DRB basis) is prone to such duplicate forwarding problem. 
Observation 1: The duplicated data forwarding problem raised by R3-224251 in CHO with SCG is only applicable for early data forwarding because late data forwarding happens after UE has successfully accessed to one of candidate target cells and thus happens toward the only one set of forwarding TNLs decided by the UE's CHO execution. 
Essentially, this question is not just limited to Rel-17 CHO with SCG as defined by the scope of the updated WID [1]. The same problem can also occur for early data forwarding of Rel-16 CHO or of Rel-16 MN to eNB/gNB CHO.
Observation 2: This problem is not just limited to Rel-17 CHO with SCG as defined by the scope of the updated WID. The same problem can also occur for early data forwarding of Rel-16 CHO or of Rel-16 MN to eNB/gNB CHO. 
For the case of Rel-16 CHO, assuming just one candidate target node for simplicity, multiple CHO with different candidate target cells can be prepared with the candidate target in a parallel fashion. Admission result may differ by each candidate cell, but if the target allocates e.g. different DL forwarding TNL for the same DRB differently by each candidate cell, then basically the source has no option but to follow. Such different DL TNL for the same DRB could be from a CP-UP separated target node where different target CU-UP entities are associated with the same target CU-CP. The source cannot just assume that early data forwarding for this DRB is toward the same target anyway and thus cannot do its own optimization to forward DL data toward only one set of forwarding TNLs. 
On the other hand, the candidate target is able to identify parallel CHO preparations are for the same UE regardless of whether the source uses the same or different source UE AP ID in their HO REQ messages. For example of XnAP, NG-C UE associated Signalling reference IE which is mandatorily contained in the UE Context Information of the HO REQ message can be used by the target to identify they are for the same UE regardless of the source UE AP ID used in their HO REQ messages. The target is able to allocate the same DL forwarding TNL for each DRB and the same TNL can be tossed back to the source for multiple candidate cells (i.e. via different HO REQ ACK messages) as long as the target admitted this DRB in the same source configuration for those requested cells. Please note that if a DRB is not admitted in the same configuration as the source, DL DRB-level forwarding for that DRB cannot be established from the beginning. Thanks to such common DL forwarding TNL allocated for each applicable DRB across parallel CHO preparations, duplicated DL early data forwarding from the source toward one target node for the same DRB can be prevented. 
This can be made possible with the existing signalling and by appropriate implementations to make the target allocate the common DL forwarding TNL for each applicable DRB in the HO REQ ACK messages. No new signalling support is needed. 
For the case of Rel-16 MN to eNB/gNB CHO, the situation is similar. Assuming just one candidate target node for simplicity, the target is able to identify that parallel CHO requests from S-MN belong to the same UE and thus can allocate the common DL forwarding TNL for each applicable DRB in the HO REQ ACK messages. Even if some of those DRBs are originated from S-SN and early direct data forwarding is used, still just one set of DL DRB-level TNL info can be provided from S-MN to S-SN which can prevent duplicated early data forwarding from S-SN. 
Observation 3: The duplicated early data forwarding problem in Rel-16 CHO or Rel-16 MN to eNB/gNB CHO can be addressed by implementation-based methods and without any signalling enhancement. A candidate target node can be made to identify that parallel CHO requests from the source or S-MN belong to the same UE (e.g. based on NG-C UE associated Signalling reference IE) and thus to allocate the common DL forwarding TNL for each applicable DRB across parallel CHO preparations, which further enables the source or S-MN to identify the same DL forwarding TNL and thus prevents duplicated DL early data forwarding from the source or S-MN/S-SN to the target for the same DRB. 
Based on the above observations, with respect to the scenario of interest (i.e. CHO with SCG) where multiple T-MNs (triggered by CHO from S-MN) prepare each SN addition with the same T-SN, we can observe that, as long as 
1) The candidate T-SN is able to identify the same source and the same UE for CHO and thus assigns the common DL forwarding TNL for each applicable DRB across SN addition procedures triggered by different T-MNs; 
2) The S-MN is able to identify which DL forwarding TNLs received from candidate T-MNs via HO REQ ACK messages map to the same DL forwarding TNL allocated by T-SN.
Then, duplication can be avoided for early data forwarding from S-MN or S-SN toward the same T-SN following the same implementation-based approaches discussed above for Rel-16 CHO or Rel-16 MN to eNB/gNB CHO.
Observation 4: Based on the above observations, with respect to the scenario of interest (i.e. CHO with SCG) where multiple T-MNs (triggered by CHO from S-MN) prepare each SN addition with the same T-SN, duplication can be avoided for early data forwarding from S-MN or S-SN toward the same T-SN based on the same implementation-based approaches discussed for Rel-16 CHO or Rel-16 MN to eNB/gNB CHO, as long as the following conditions are met:
1) The candidate T-SN is able to identify the same source and the same UE for CHO and thus assigns the common DL forwarding TNL for each applicable DRB across SN addition procedures triggered by different T-MNs; 
2) The S-MN is able to identify which DL forwarding TNLs received from candidate T-MNs via HO REQ ACK messages map to the same DL forwarding TNL allocated by T-SN.
Note that (1) is already supported by the existing signalling by the S-MN node ID and UE XnAP ID included in SN ADD REQ message, so nothing new is required. 
Observation 5: (1) is already supported by the existing signalling by the S-MN node ID and UE XnAP ID included in SN ADD REQ message, so nothing new is required.
[bookmark: _Hlk115126381]And regarding (2), we observe that, if direct data forwarding is supported from S-MN to T-SN, the common DL forwarding TNLs allocated by T-SN can be forwarded to S-MN for direct forwarding, for which S-MN can definitely identify that DL forwarding TNLs received from multiple candidate T-MNs (for T-SN) are the same. In other words, if direct data forwarding is supported from S-MN to T-SN, then the aforementioned implementation-based methods can play well and the duplicated early data forwarding problem can be prevented without any signalling enhancement. 
Observation 6: Regarding (2), if direct data forwarding is supported from S-MN to T-SN, the common DL forwarding TNLs allocated by T-SN can be forwarded to S-MN for direct forwarding, for which S-MN can definitely identify that DL forwarding TNLs received from multiple candidate T-MNs (for T-SN) are the same. The aforementioned implementation-based methods can play well and the duplicated early data forwarding problem can be prevented without any signalling enhancement.
[bookmark: _Hlk115128309]Proposal 1: In CHO with SCG (or CHO with candidate SCGs), RAN3 to agree that implementation-based methods for the candidate T-SN (who identifies the same source and the same UE for CHO) to assign the common DL forwarding TNL for each applicable DRB across SN addition procedures triggered by different candidate T-MNs can address the duplicated early data forwarding problem without any signalling enhancement, if direct data forwarding is supported from S-MN to T-SN. 
The only case that (2) cannot be met is when indirect data forwarding has to be used from S-MN to T-SN, which means that data forwarding toward T-SN must happen through the candidate T-MNs. A candidate T-MN who is aware of no direct path between S-MN and T-SN can perform TNL conversion accordingly, i.e. for the purpose of indirect forwarding, can allocate its own forwarding TNL mapped for the DL forwarding TNL provided by T-SN. Due to TNL conversion, DL forwarding TNLs that S-MN receives from candidate T-MNs will be different even if the common DL forwarding TNL were allocated by T-SN. In this case, duplicated early data forwarding via different T-MN path cannot be avoided. 
Observation 7: The only case that (2) cannot be met is when indirect data forwarding has to be used from S-MN to T-SN through candidate T-MNs. A candidate T-MN who is aware of no direct path between S-MN and T-SN would perform TNL conversion accordingly, i.e. allocate its own forwarding TNL mapped for the DL forwarding TNL provided by T-SN. DL forwarding TNLs that S-MN receives from candidate T-MNs will be different even if the common DL forwarding TNL were allocated by T-SN. In this case, duplicated early data forwarding via different T-MN path cannot be avoided.
[bookmark: _Hlk115067886]This can be circumvented if we implement some mechanism to enable S-MN aware which DL forwarding TNLs received from each T-MN eventually maps to the same DL forwarding TNL allocated by T-SN. Then, together with (1), the same implementation based approaches can apply to prevent duplicated early data forwarding. But before we delve into the solution space, it is questionable to us whether "indirect" data forwarding from S-MN to T-SN in CHO with SCG (or CHO with candidate SCGs) could be a typical deployment assumption and whether it is worth considering supporting, given that in most of the cases, data forwarding has been worked out based on" direct" data forwarding over intra-RAT. The forwarding TNL just consists of IP address and GTP-U TEID and thus it is questionable whether S-MN and T-SN may lie in different IP networks.  
Observation 8: In case of indirect data forwarding from S-MN to T-SN, if we implement some mechanism to enable S-MN aware which DL forwarding TNLs received from each T-MN eventually maps to the same DL forwarding TNL allocated by T-SN. Then, together with (1), the same implementation based approaches can apply to prevent duplicated early data forwarding.
Observation 9: However, it is questionable whether "indirect" data forwarding from S-MN to T-SN in CHO with SCG (or CHO with candidate SCGs) could be a typical deployment assumption and whether it is worth considering supporting, given that in most of the cases, data forwarding has been worked out based on" direct" data forwarding over intra-RAT. The forwarding TNL just consists of IP address and GTP-U TEID and thus it is also questionable whether S-MN and T-SN may lie in different IP networks. 
So, we propose to first discuss whether, in CHO with SCG (or CHO with candidate SCGs), indirect data forwarding from S-MN to T-SN is worth considering supporting and can be a typical assumption in real deployments, before discussing any solution.
Proposal 2: RAN3 to discuss whether indirect data forwarding from S-MN to T-SN could be a typical deployment assumption and is worth considering supporting in CHO with SCG (or CHO with candidate SCGs), before discussing any solution to prevent duplicated early data forwarding to T-SN in case of indirect data forwarding from S-MN to T-SN.
Conclusion
In the present contribution we make the following observations:
Observation 1: The duplicated data forwarding problem raised by R3-224251 in CHO with SCG is only applicable for early data forwarding because late data forwarding happens after UE has successfully accessed to one of candidate target cells and thus happens toward the only one set of forwarding TNLs decided by the UE's CHO execution. 
Observation 2: This problem is not just limited to Rel-17 CHO with SCG as defined by the scope of the updated WID. The same problem can also occur for early data forwarding of Rel-16 CHO or of Rel-16 MN to eNB/gNB CHO. 
Observation 3: The duplicated early data forwarding problem in Rel-16 CHO or Rel-16 MN to eNB/gNB CHO can be addressed by implementation-based methods and without any signalling enhancement. A candidate target node can be made to identify that parallel CHO requests from the source or S-MN belong to the same UE (e.g. based on NG-C UE associated Signalling reference IE) and thus to allocate the common DL forwarding TNL for each applicable DRB across parallel CHO preparations, which further enables the source or S-MN to identify the same DL forwarding TNL and thus prevents duplicated DL early data forwarding from the source or S-MN/S-SN to the target for the same DRB. 
Observation 4: Based on the above observations, with respect to the scenario of interest (i.e. CHO with SCG) where multiple T-MNs (triggered by CHO from S-MN) prepare each SN addition with the same T-SN, duplication can be avoided for early data forwarding from S-MN or S-SN toward the same T-SN based on the same implementation-based approaches discussed for Rel-16 CHO or Rel-16 MN to eNB/gNB CHO, as long as the following conditions are met:
1) The candidate T-SN is able to identify the same source and the same UE for CHO and thus assigns the common DL forwarding TNL for each applicable DRB across SN addition procedures triggered by different T-MNs; 
2) The S-MN is able to identify which DL forwarding TNLs received from candidate T-MNs via HO REQ ACK messages map to the same DL forwarding TNL allocated by T-SN.
Observation 5: (1) is already supported by the existing signalling by the S-MN node ID and UE XnAP ID included in SN ADD REQ message, so nothing new is required.
Observation 6: Regarding (2), if direct data forwarding is supported from S-MN to T-SN, the common DL forwarding TNLs allocated by T-SN can be forwarded to S-MN for direct forwarding, for which S-MN can definitely identify that DL forwarding TNLs received from multiple candidate T-MNs (for T-SN) are the same. The aforementioned implementation-based methods can play well and the duplicated early data forwarding problem can be prevented without any signalling enhancement.
Observation 7: The only case that (2) cannot be met is when indirect data forwarding has to be used from S-MN to T-SN through candidate T-MNs. A candidate T-MN who is aware of no direct path between S-MN and T-SN would perform TNL conversion accordingly, i.e. allocate its own forwarding TNL mapped for the DL forwarding TNL provided by T-SN. DL forwarding TNLs that S-MN receives from candidate T-MNs will be different even if the common DL forwarding TNL were allocated by T-SN. In this case, duplicated early data forwarding via different T-MN path cannot be avoided.
Observation 8: In case of indirect data forwarding from S-MN to T-SN, if we implement some mechanism to enable S-MN aware which DL forwarding TNLs received from each T-MN eventually maps to the same DL forwarding TNL allocated by T-SN. Then, together with (1), the same implementation based approaches can apply to prevent duplicated early data forwarding.
Observation 9: However, it is questionable whether "indirect" data forwarding from S-MN to T-SN in CHO with SCG (or CHO with candidate SCGs) could be a typical deployment assumption and whether it is worth considering supporting, given that in most of the cases, data forwarding has been worked out based on" direct" data forwarding over intra-RAT. The forwarding TNL just consists of IP address and GTP-U TEID and thus it is also questionable whether S-MN and T-SN may lie in different IP networks. 
Based on the discussion in the present contribution and the observations above we propose: 
Proposal 1: In CHO with SCG (or CHO with candidate SCGs), RAN3 to agree that implementation-based methods for the candidate T-SN (who identifies the same source and the same UE for CHO) to assign the common DL forwarding TNL for each applicable DRB across SN addition procedures triggered by different candidate T-MNs can address the duplicated early data forwarding problem without any signalling enhancement, if direct data forwarding is supported from S-MN to T-SN. 
Proposal 2: RAN3 to discuss whether indirect data forwarding from S-MN to T-SN could be a typical deployment assumption and is worth considering supporting in CHO with SCG (or CHO with candidate SCGs), before discussing any solution to prevent duplicated early data forwarding to T-SN in case of indirect data forwarding from S-MN to T-SN.
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