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Introduction
During Rel-17, AI/ML based network energy saving, load balancing and mobility optimization were studied in [1], in which several potential solutions and input/output/feedback information have been summarized. 
In this contribution, we focus on the common stage-2 aspects of all three use cases, including signaling procedures to support those AI/ML based use cases. 
Discussion
[bookmark: P1]Common Aspects of AI/ML based use cases in NG-RAN
In Rel-17, the solutions to support AI/ML based network energy saving, load balancing and mobility optimization studied in RAN3 are 
1) model training at OAM, model inference at NG-RAN
2) model training and model inference at NG-RAN
For all those use cases, when considering model training and model inference both at NG-RAN node, the basic procedures can be summarized as below:
Step 1: Measurement configuration and UE measurement report 
Step 2: Collecting Input information from neighbouring NG-RAN nodes for model training
Step 3: Perform Model Training
Step 4: Collecting Input information from neighbouring NG-RAN nodes for model inference
Step 5: Perform Model Inference
Step 6: Perform the inference strategy, including handover for the selected UEs
Step 7: Retrieve feedback from neighbouring NG-RAN nodes
From stage-2 signaling point of view, the procedures/messages for the above steps can be commonly used by all the use cases. The situation is same for the deployment scenario where model training at OAM and model inference at NG-RAN. The difference between different use cases would be what detailed information are carried inside of each message.
Observation 1: The signaling procedures can be common for all the AI/ML based use cases in NG-RAN, i.e. network energy saving, load balancing and mobility optimization.
As there are two deployment scenarios, in the remaining contribution we separately discuss the common signaling procedures one by one.
Signaling procedure of AI/ML Model Training and Model Inference at NG-RAN
The high-level solution of supporting AI/ML model training and model inference at NG-RAN is captured in [1]. In this section, we discuss the stage-2 signaling procedures of supporting AI/ML based solution at the network side.
Model Training and Model Inference Signaling Procedure
As captured in [1], Model Training and Model Inference are shown separately in Figure. 5.1.2.2-1. However, since the required input data is the same for both Model Training and Model Inference, there’s no difference from signaling point of view in terms of data collection for Model Training and Model Inference. It depends on network implementation on how to use such information, i.e. whether to use the collected data for Model Training or for Model Inference. Therefore, the signaling procedures don't have to be separately defined nor presented in the stage-2 description.
Proposal 1: In stage-2 description, use the common procedures/messages for Model Training and Model Inference.
AI/ML Capability Request/Response Procedure
As discussed in the companion contribution [2], before requesting the predicted data from neighboring NG-RAN node(s), the source NG-RAN node should first request AI/ML capability from a neighboring NG-RAN node for different use cases. 
Proposal 2: The source NG-RAN node should request AI/ML Capability for different use cases from the neighbouring NG-RAN node before requesting the predicted data.
Data Collection from UE using measurement configuration/report
To support AI/ML based network energy saving, the NG-RAN node should be able to request data collection from a UE and a neighboring NG-RAN node. For data collection from a local node, it can be done by implementation. 
As captured in [1] for all three use cases, for the existing UE measurements, RAN3 shall reuse the existing framework, including MDT and RRM measurement. Assuming new UE measurement will not be introduced in Rel-18, the existing MDT and RRM measurement procedure can be reused for data collection of AI/ML in NG-RAN.
During Rel-17, MDT procedure was proposed to be enhanced to collect "consecutive" UE information. Based on our understanding, the requirement for consecutive UE information collection is only valid for Model Training, where the model needs to be built based on massive data in order to achieve an accurate performance level.
For offline training, the AI/ML model can first be trained and validated offline, and then be deployed at the network side. The model can be trained based on the existing historical data collected from UEs. There’s no need to enhance MDT procedure for offline training data collection.
[bookmark: O4]Observation 2: MDT procedure enhancement is not needed for offline training, as the model can be built based on the existing historical data collected.
For online training, there are two cases: 1) continuous training based on offline trained/validated model, 2) building a new model based on online data. 
For the first case, the continuous online training can be event triggered (e.g. model performance feedback), where the training can be based on the data collected during a certain period before the event is triggered. Alternatively, it can also be trained in real-time, e.g. each iteration of model training is triggered once there’s data received at Model Training. In this scenario, data is used by Model Training in a real-time manner and there is no need to collect data consecutively. 
For the second case, as captured in [1]:
	An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the
Model Training function before deployment.


If we build a new model based on online data, then according to the above requirement captured in [1], such model will need enough data to reach a target performance (e.g. validation and test) for training before deployed. It would require UEs to report massive historical data simultaneously to the network for model training purpose, which may lead to RAN overload and could impact the normal services provided to the UEs. 
[bookmark: O5]Observation 3: Retrieving massive historical data from UEs simultaneously to build/train a new model based on online data may lead to RAN overload and could impact normal services provided to the UEs.
Based on above observations, we think there is no need to enhance the existing MDT and RRM measurement procedures for AI/ML data collection in NG-RAN.
[bookmark: P3]Proposal 3: The existing MDT and RRM measurement procedures are re-used for data collection for AI/ML in NG-RAN without further enhancement.
The existing MDT procedure can be re-used to collect data from the UE, including UE location information and UE measurement report, as captured in Section 5.1.2.4 of [1]. By receiving such configuration, the UE can send measurement reports to the network according to the configuration.
Proposal 4: The measConfig of RRCReconfiguration message is re-used to configure a UE to send the UE location information and UE measurement report, which are reported in the MeasurementReport message.
Resource Status Request/Response/Update Procedure Enhancement for Input
Meanwhile, an NG-RAN node also sends request to collect input data from the neighboring NG-RAN nodes. For that, we think that the existing Resource Status Reporting Initiation and Resource Status Reporting procedures can be re-used to request the reporting of load measurements to another NG-RAN node, and the reasons are as follows. 
For the common information, i.e. the current resource status from a neighbouring NG-RAN node, it is already supported by the Resource Status Request/Response/Update procedure based on the existing mechanisms. 
For other current status information, e.g. current energy efficiency and current energy state for AI/ML based network energy saving, they can also be treated as one type of network measurement which reflects the network element energy consumption resource status. As a result, the Resource Status Reporting Initiation and Resource Status Reporting procedures can be extended to support other current status information collection from the neighbouring NG-RAN node, e.g. current energy efficiency and energy state collection. 
Proposal 5: The existing Resource Status Request/Response/Update procedures are re-used to collect the current status of a neighbouring NG-RAN node, including the current resource status, current energy efficiency and current energy state.
Predicted Information Request/Response/Update Procedure
Regarding the exchange of the predicted resource status and/or predicted energy efficiency, as we have analyzed in our companion paper [2], the new procedures (i.e. Predicted Information Request/Response/Update procedures) is used to exchange predicted information, separated from current information as input. 
Resource Status Request/Response/Update Procedure Enhancement for Feedback
Based on the AI/ML strategy generated for different use cases, the current NG-RAN node may request to handover certain UEs to the neighbouring NG-RAN node. For this one, the existing handover procedure can be re-used.
As defined in [1], for all three use cases, the target NG-RAN node should provide the current resource status, system KPIs of its own, together with the performance of the handed-over UE(s) to the source NG-RAN node. Current energy efficiency of the target NG-RAN node is specially requested for AI/ML based network energy saving use case. 
As discussed in above section, the current resource status and energy efficiency can be provided over the existing Resource Status Update message. Likewise, the existing Resource Status Request/Response/Update procedures can also be extended to exchange the performance of handed-over UE(s) and system KPIs. 
Proposal 6: The existing Resource Status Request/Response/Update procedures are extended to support exchange of UE performance affected by handover decision of Model Inference and system KPI between two NG-RAN nodes.
Since the source NG-RAN node needs to compare system KPI of a neighbouring NG-RAN node before and after the UE’s handover, system KPI should be able to be requested initially together with other input information. 
Proposal 7: System KPI of a neighbouring NG-RAN node should be able to be requested together with other input information before Model Inferencing.
Handover Procedure
In the existing handover procedure, the target NG-RAN node sends a UE Context Release message to the source NG-RAN node, indicating the release of UE context at the source NG-RAN node, right after it receives the RRCReconfigurationComplete message from the UE. However, if the UE context is released at the source NG-RAN node right after the UE’s successful handover (i.e. following the legacy procedure), the feedback information of a handed-over UE cannot be handled properly by the source. Therefore, the target NG-RAN node should provide the feedback information to the source NG-RAN node first, then triggers UE context release at the source NG-RAN node.
Proposal 8: The target NG-RAN node sends the UE Context Release message to the source NG-RAN node after providing the Resource Status Update message which includes the performance of the handed-over UE(s).
To report the handed-over UE’s performance, the corresponding UE ID(s) needs to be included in the Resource Status Request message. However, it cannot be requested together with input data from neighbouring NG-RAN node (see steps 5/6/7 in Figure 1), where the request happens before handover decision. Therefore, a new Resource Status Request message should be triggered by the source NG-RAN node after the handover decision in order to include the source XnAP ID(s) of UE(s) impacted by the handover decision. 
Proposal 9: In order to request the UE performance at target NG-RAN node, the source NG-RAN node needs to send a new Resource Status Request message after handover decision, which includes the source XnAP ID of the handed-over UE to the target NG-RAN node.
An example of stage-2 signaling procedure of AI/ML based use case is shown as below:


Figure 1. Stage-2 Signaling Procedure of AI/ML based Use Cases
Signaling procedure of AI/ML Model Training at OAM and AI/ML Model Inference at NG-RAN
[bookmark: P5]Model Training at OAM and Model Inference at NG-RAN node is captured as another solution in TR 37.817 [1], where the input data for Model Training and feedback are transmitted from NG-RAN node to OAM. 
In there, for example, the Step 4/5/13/14 in TS 37.817 [1] Figure 5.1.2.1-1 (which corresponds to the input data for Model Training and feedback from NG-RAN to OAM) are under SA5's turf, however, it should be based on inputs and progresses from RAN3, in order to align those information across different deployment scenarios. For that, we need to inform SA5 about our decisions for those information. 
Proposal 10: RAN3 to inform SA5 to define the following steps based on RAN3 stage-3 details:
1) Step 4/5/13/14 in TS 37.817 [1] Figure 5.1.2.1-1;
2) Step 4/12 in TS 37.817 [1] Figure 5.2.2-1;
3) Step 4/5/13/14 in TS 37.817 [1] Figure 5.3.2.2-1.
For step 8/9/10/12 in TS 37.817 [1] Figure 5.1.2.1-1 and similar steps in Figure 5.2.2-1 and Figure 5.3.2.2-1 in [1], the same procedures for the scenario of both Model Training and Model Inference at NG-RAN node can be re-used, i.e. signaling procedures shown in Figure 1. But the Step 17-19 may be skipped for this deployment scenario, considering the feedback information, e.g. UE performance and system KPI, are provided to OAM directly. Those information does not need to be sent back to the NG-RAN node which is hosting Model Inference.
Proposal 11: The stage-2 signaling procedure for the scenario of Model Training and Model Inference at NG-RAN node can be re-used for the scenario of Model Training at OAM and Model Inference at NG-RAN, except input and feedback data collection from NG-RAN to OAM.
Conclusion
In this contribution, we discussed the common stage-2 aspects, including signaling procedures to support all the AI/ML use cases studied in [1].
We propose the following observations and proposals:
Observation 1: The signaling procedures can be common for all the AI/ML based use cases in NG-RAN, i.e. network energy saving, load balancing and mobility optimization.
Observation 2: MDT procedure enhancement is not needed for offline training, as the model can be built based on the existing historical data collected.
Observation 3: Retrieving massive historical data from UEs simultaneously to build/train a new model based on online data may lead to RAN overload and could impact normal services provided to the UEs.

Proposal 1: In stage-2 description, use the common procedures/messages for Model Training and Model Inference.
Proposal 2: The source NG-RAN node should request AI/ML Capability for different use cases from the neighbouring NG-RAN node before requesting the predicted data.
Proposal 3: The existing MDT and RRM measurement procedures are re-used for data collection for AI/ML in NG-RAN without further enhancement.
Proposal 4: The measConfig of RRCReconfiguration message is re-used to configure a UE to send the UE location information and UE measurement report, which are reported in the MeasurementReport message.
Proposal 5: The existing Resource Status Request/Response/Update procedures are re-used to collect the current status of a neighbouring NG-RAN node, including the current resource status, current energy efficiency and current energy state.
Proposal 6: The existing Resource Status Request/Response/Update procedures are extended to support exchange of UE performance affected by handover decision of Model Inference and system KPI between two NG-RAN nodes.
Proposal 7: System KPI of a neighbouring NG-RAN node should be able to be requested together with other input information before Model Inferencing.
Proposal 8: The target NG-RAN node sends the UE Context Release message to the source NG-RAN node after providing the Resource Status Update message which includes the performance of the handed-over UE(s).
Proposal 9: In order to request the UE performance at target NG-RAN node, the source NG-RAN node needs to send a new Resource Status Request message after handover decision, which includes the source XnAP ID of the handed-over UE to the target NG-RAN node.
Proposal 10: RAN3 to inform SA5 to define the following steps based on RAN3 stage-3 details:
1) Step 4/5/13/14 in TS 37.817 [1] Figure 5.1.2.1-1;
2) Step 4/12 in TS 37.817 [1] Figure 5.2.2-1;
3) Step 4/5/13/14 in TS 37.817 [1] Figure 5.3.2.2-1.
Proposal 11: The stage-2 signaling procedure for the scenario of Model Training and Model Inference at NG-RAN node can be re-used for the scenario of Model Training at OAM and Model Inference at NG-RAN, except input and feedback data collection from NG-RAN to OAM.
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