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1. Introduction 
Rel-18 Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN work item’s objective is as following[1].
Specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3)
In the last meeting, the following heighted in yellow are still remained as FFS. This paper further provides views on these open issue.
------

Define a new procedure over Xn which can be used for AI/ML related information, e.g., predicted information

FFS whether to use the existing procedure or dedicated new procedure for other input, output and feedback information.
The new procedure for reporting of AI/ML related information, e.g., predicted information, should be based in a requested way, like resource status report procedure.

RAN3 focus on the cell-level energy saving strategy as a start point, to avoid overlapped discussion for network energy saving SI.

Predicted resource status information of neighbouring NG-RAN node(s) generated by the current NG-RAN node is internally used, and no standard impacts.

Regarding AI/ML based Energy Saving, the following information should be specified as a start point on the basis of TR37.817:

· Predicted resource status information over Xn

· Current/Predicted Energy Efficiency over Xn, FFS on the calculation of Energy Efficiency
· UE performance (e.g, UL/DL throughput, packet delay, packet loss)

Regarding AI/ML based Load Balancing, the following information should be specified as a start point on the basis of TR37.817:

· Predicted resource status information over Xn

· UE performance (e.g, UL/DL throughput, packet delay, packet loss)

Regarding AI/ML based mobility optimization, the following information should be specified as a start point on the basis of TR37.817:

· UE performance (e.g., UL/DL throughput, packet delay, packet loss)

· Predicted resource status information over Xn

· UE trajectory prediction over Xn, FFS on the details

· Validity time for a prediction is used as a local node model output without standards impact, no consensus on whether validity time needs to be transferred over interface.
· Current Energy Efficiency metric can be exchanged between RAN nodes for the energy saving use case.

· FFS what the exact node behaviour at reception of the Energy Efficiency metric will be.
· Energy Efficiency constitutes a metric that reflects the energy consumption of a cell or a node. It is FFS what the granularity and exact coding of this metric is.

· FFS on how is energy efficiency represented in the Xn message.

· Predicted cell-granularity UE trajectory can be exchanged over Xn for AI/ML based mobility optimization.

· Other granularity of UE trajectory, and how UE trajectory computation and representation over Xn needs to be further discussed.

· Details of the solution how to transfer predicted UE trajectory over Xn interface can be discussed further, e.g., whether to reuse the existing message and whether to transfer in requested way or not.

· The new procedure over Xn used for AI/ML related information should be non-UE associated as a start point.

· FFS on whether UE associated procedure is needed.
-----------
2. Discussion
2.1 Energy efficiency calculation
For energy efficiency calculation, we think the following equation defined in TS 28.554 should be taken as baseline. since this method also work for inter-vendor deployment scenario. 
----------------------------------------------Excepted from TS 28.554--------------------------------------------
6.7.1
NG-RAN data Energy Efficiency (EE)

6.7.1.1
Definition

a)
EEMN,DV.

b)
A KPI that shows mobile network data energy efficiency in operational NG-RAN. Data Volume (DV) divided by Energy Consumption (EC) of the considered network elements. The unit of this KPI is bit/J.
c)
EEMN,DV
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 - for split gNBs;

d)
SubNetwork

e)
The Data Volume (in kbits) is obtained by measuring amount of DL/UL PDCP SDU bits of the considered network elements over the measurement period. For split-gNBs, the Data Volume is calculated per Interface (F1-U, Xn-U, X2-U). The Energy Consumption (in kWh) is obtained by measuring the PEE.Energy of the considered network elements over the same period of time. The samples are aggregated at the NG-RAN node level. The 3GPP management system responsible for the management of the gNB (single or multiple vendor gNB) shall be able to collect PEE measurements data from all PNFs in the gNB, in the same way as the other PM measurements.
---------------------------------------------------End of exception---------------------------------------------------------------
Proposal1: Take EE calculation equation defined in TS 28.554 as baseline for NG-RAN AI/ML.
2.2 RAN-node behaviour on reception of predicted EE metric
Sending the predicted EE metric over Xn interface can be used together with other use cases. For instance, as this EE imply the future energy consumption for neighbour nodes, it can be used together with load condition info (e.g. resource status info) for load balancing use case. Serving node could decide which target node to handover the UEs to by considering the neighbor node’s current/predicted load condition as well as current/predicted EE.

Proposal2: Predicted EE is exchanged between NG-RAN nodes over Xn interface.
2.3 validity time

Generally, validity time of predicted AI output is dependent on the AI model and input data, so it can vary from time to time. Since using outdated AI output at neighbour node may impact the subsequent neighbour node’s AI/ML prediction, which may in turn cause the system level bad performance. Therefore, validity time should be kept not only at local node but also exchanged associated with AI predicted output to neighbour nodes over Xn interface.

Proposal3: Validity time is exchanged along with the AI predicted output over Xn interface.

2.4 UE trajectory
In the last meeting, cell level UE trajectory is agreed used for AI/ML mobility optimization. We think for detail, similar as existing Expected UE Behaviour IE, UE trajectory can be comprised of cell id (e.g. CGI), time stayed in cell for the corresponding cell. 
Proposal4: UE trajectory is comprised of cell id and time stayed in cell.

2.4 procedure for other input, output and feedback information
In the last meeting, it agreed to define a new procedure over Xn for AI/ML related information, e.g., predicted information and it is FFS that whether to use the existing procedure or dedicated new procedure for other input, output and feedback information. Th following table summarized the mapping between parameters in AI/ML and existing procedure/IEs in SON/MDT framework, we found most of the procedure/IEs defined in SON/MDT can be reused for AI/ML except for those highlighted in yellow. Therefore, it is suggested to reuse the existing procedure for other input, output and feedback information except for predicted information.

Proposal5: Reuse the existing procedure for other input, output and feedback information except for predicted information.
Table1: Mapping between parameters in AI/ML for RAN SI and the stage3 procedure/IE defined in SON/MDT framework.
	Input data
	Use case
	Stage3 procedure/IE in SON/MDT framework

	Local node
	UE mobility/trajectory prediction
	Energy saving, load balancing, mobility optimization
	Measurement report, mobility history information

	
	Current/predicted energy efficiency
	Energy saving
	TBD


	
	Current/predicted resource status
	Energy saving, load balancing, mobility optimization
	Radio Resource status, TNL capacity indicator, composite available capacity group, slice available capacity, number of Active UEs, RRC connections

	
	Predicted resource status info from neighbouring NG-RAN node
	load balancing
	Radio Resource status, TNL capacity indicator, composite available capacity group, slice available capacity, number of Active UEs, RRC connections

	
	Current/predicted UE traffic
	load balancing, mobility optimization
	Buffer status, or any enhancement 

	UE
	UE location info
	Energy saving, load balancing, mobility optimization
	Measurement report, RAT dependent positioning (@LMF)

	
	UE measurement report
	Energy saving, load balancing, mobility optimization
	Measurement report

	
	UE mobility history info
	load balancing, mobility optimization
	mobility history information

	Neighbouring node
	Current predicted energy efficiency
	Energy saving
	IE is TBD
Resource status reporting procedure can be reused.

	
	Current/predicted resource status
	Energy saving, load balancing, mobility optimization
	Resource status reporting procedure can be reused.

	
	Current energy state (e.g. active, high, low, inactive)
	Energy saving
	IE is TBD
Resource status reporting procedure can be reused.

	
	UE performance measurement
	load balancing
	L2 measurement (packet delay, packet loss rate, throughput measurement)

Handover report procedure can be reused.

	
	UE history info from neighbour
	mobility optimization
	UE history info

Procedure is TBD, since in current spec, UE history info cannot be sent from neighbour to source

	
	UE handovers in the past that were successful and unsuccessful
	mobility optimization
	UE RLF Report, successful handover report
Handover report procedure or Access and mobility indication procedure can be reused.

	
	Position, QoS parameters and the performance information of historical HO-ed UE
	mobility optimization
	L2 measurement (packet delay, packet loss rate, throughput measurement)

Handover report procedure can be reused.


	Feedback of AI/ML performance
	Use case
	Existing Stage3 message/IE in SON/MDT framework

	Resource status of neighbouring node
	Energy saving, load balancing, mobility optimization
	Resource status reporting procedure can be reused.

	Energy efficiency
	Energy saving
	IE is TBD
Resource status reporting procedure can be reused.

	UE performance info
	Energy saving, load balancing, mobility optimization
	L2 measurement (packet delay, packet loss rate, throughput measurement)

Handover report procedure can be reused.

	System KPI (through put, delay, RLF of current and neighbouring NG-RAN node)
	Energy saving, load balancing, mobility optimization
	L2 measurement
UE RLF Report,
Handover report procedure can be reused.


3. Conclusion 

Based on the discussion in the previous sections, we made the following proposals:
Proposal1: Take EE calculation equation defined in TS 28.554 as baseline for NG-RAN AI/ML.

Proposal2: Predicted EE is exchanged between NG-RAN nodes over Xn interface.
Proposal3: Validity time is exchanged along with the AI predicted output over Xn interface.

Proposal4: UE trajectory is comprised of cell id and time stayed in cell.

Proposal5: Reuse the existing procedure for other input, output and feedback information except for predicted information.
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