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TSG RAN WGs have started their work for enhancements for NR MBS along the RAN WI  in [1] by August meetings 2022. 
The RAN WI [1] on resource efficiency for RAN sharing scenarios describes the respective work task as follows:
-	Study and if necessary, specify enhancements to improve the resource efficiency for MBS reception in RAN sharing scenarios [RAN3]
This document continues discussions on that topic.
We have sent out an LS due to discussions at RAN3#117 whether “MBS” actually means multicast and broadcast and got a reply from TSG RAN [2] that RAN3 should “focus” on broadcast, while TSG RAN considers that from technical point of view support of resource efficiency for MBS reception is beneficial regardless of the MBS session type (broadcast / multicast).
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2.1	Support of realistic MOCN deployments
TR 23.700-47 [3] rightly states that The assumption that all NG-RAN nodes are shared in MOCN network sharing deployment cannot be made. 
In our view, this is one of the key points in discussion relevant solutions to improve the resource efficiency for MBS reception. 
Bearing in mind the large range of possible NG-RAN deployment scenarios intended for 5G and the protocol means we have introduced for NG-RAN nodes, we would even go further and state the following: The assumption that within a shared NG-RAN node all cells may be shared in an MOCN network sharing deployment cannot be made.
Of course, all the MOCN deployment scenarios need to follow the stage 2 requirement that The available core network operators (PLMNs and/or SNPNs) shall be the same for all cells of a Tracking Area in a shared NG-RAN network. [TS 23.501 §5.18.2], hence a precondition for that case is that the NG-RAN node serves at least 2 Tracking Areas.
Observation 1:	The statement in 23.700-47 that one cannot assume all NG-RAN nodes are shared in an MOCN RAN sharing scenario has to be amended by the statement, that within a single NG-RAN node not all cells may be shared.
The solutions outlined in 23.700-47 [3] focus on the main question (in our own words):
How can an MOCN sharing NG-RAN node be informed that the per-5GC-requests for setting up MBS Session Resources (received from 5GCs of different sharing partners/PLMNs) concern the delivery of identical MBS session data?
Given the various solutions in TR 23.700-47 [3], it appears that all solutions are able to provide such information to NG-RAN nodes, 
a)	either by allocating a “common” MBS Session ID only and communicating via all 5GCs to NG-RAN (and announced to the UE)
b)	or communicating a “native” MBS Session ID along a “common” reference ID (could be an MBS Session ID or any other unique ID) for associating the different “native” MBS Session IDs  as received by various 5GCs at NG-RAN
c)	or communicating all “native” MBS Session ID from all participating 5GCs to NG-RAN.
Observation 2: All solutions in TR 23.700-47 enable shared NG-RAN node to associate MBS Session Resource setup requests from the participating 5GCs and hence are able achieve resource efficiency.
Assuming that 5GC should not necessarily be neither bothered with processing detailed information w.r.t. NG-RAN nodes’ support of Rel-18 MBS features nor with NG-RAN nodes’ sharing radio resources, we would rather favour solutions that represent “add-ons” to the Rel-17 solutions, function- and protocol-wise. So the 5GC may provide the request to setup MBS Session Resources/Contexts in the same way as in Rel-17, with additional information the NG-RAN nodes not supporting Rel-18 enhancements or do not provide RAN sharing possibilities would simply ignore. 
Given also the fact that the MBS Session ID, as communicated to NG-RAN contains a PLMN-ID, which, to our understanding, some implementations may process (for whatever deployment/implementation specific reasons), it would be probably not a good idea to follow a signalling scheme that foresees providing an MBS Session ID containing a PLMN ID completely unknown to NG-RAN, not to speak of functions residing in the 5GC.
Approach a) of course would provide an advantage in not necessarily updating the system, but the uncertainty remains whether 5GS entities would like to process the PLMN ID contained in the Global MBS Session ID.
Observation 3: Bearing in mind aspects like minimising the potential impact on 5GC and NG-RAN and retaining backwards compatibility to existing protocol functions, a solution that deals with “native” TMGIs, i.e. TMGIs containing a PLMN ID served by the 5GC communicating it to NG-RAN and hence the PLMN ID is also understood by non-sharing RAN nodes. Is preferred. 
Proposal 1: 	Agree that gNBs not sharing all cells or not sharing at all receive a “native” TMGI, i.e. a TMGI containing a PLMN ID supported by the sending 5GC. 
Considering long lasting broadcast sessions with the possibility for sharing operators leaving or entering the common ongoing session from time to time, it appears that option b) is probably the most advantageous approach.
Observation 4: Another aspect is considering long-lasting broadcast sessions with sharing operators leaving or entering the common ongoing session, a solution where the identity providing a reference to the common session does not depend on the momentarily participating operators would be preferred. 
Broadcast supports minimisation of data loss by means of synchronising the allocation of PDCP Sequence Numbers in the participating cells, also across gNBs. This is either achieved by a common MB-UPF or a shared NG-U termination.
In general, it should not be expected that data coming from different MB-UPFs, as is the case in RAN sharing scenarios, even if they provide identical data, are synchronised in a way, that e.g. inter-gNB mobility is guaranteed, if the source gNB is provided with MBS data from a different MB-UPF as compared to the target gNB. It seems that solutions need to be developed for this topic.
Observation 5: In order to support minimisation of data loss it seems important to ensure that MBS data is provided from the same source.
2.2	Further discussions with a bit of RAN2-ish ingredients concerning current MBS/MCCH definitions
MBS Session ID:
current 38.331 defines the MBS Session Id int eh MBS-SessionInfo-r17 IE as follows
MBS-SessionInfo-r17 ::=          SEQUENCE {
    mbs-SessionId-r17                TMGI-r17,

TMGI-r17 ::=                     SEQUENCE {
    plmn-Id-r17                      CHOICE {
        plmn-Index                       INTEGER (1..maxPLMN),
        explicitValue                    PLMN-Identity
    },
    serviceId-r17                    OCTET STRING (SIZE (3))
}

So, one can see that there is the possibility to signal the PLMN ID either as an index (referring to SIB1 content) or explicitly. 
If the TMGI would not be a “native” TMGI, i.e. containing a PLMN ID supported by the cell and hence by the 5GC connected to the serving gNB, this optimised signalling would not be possible. This is not a “show-stopper”, but important to mention, in our view.
Observation 6: If the TMGI is not a “native” TMGI, i.e. not containing a PLMN ID broadcast in SIB1, on RRC; the PLMN ID in the signalled TMGI needs to be signalled explicitly and cannot refer to the PLMN index. 
Supporting MBS Sessions in SNPNs
As per 23.247, In 5GS internal signalling the PLMN ID, included in TMGI, is complemented with the NID to identify an SNPN.
On Uu, gNBs may share SNPNs, physical cells may broadcast in SIB1 (associated to different Cell-IDs) PLMN and SNPN IDs. 
On NG (and F1) TMGIs may be signalled together with a NID in order to globally identify an MBS Session associated with an SNPN. 
Looking at the structure of the TMGI definition, it appears that signalling the SNPN-ID (i.e. PLMN-ID and NID) as part of the TMGI is only possible by means of the PLMN index, i.e. referring to SIB1 content of the same cell.
Observation 7: If the TMGI is associated with an SNPN and not a “native” TMGI, i.e. not containing an SNPN ID broadcast in SIB1, RRC cannot support resource optimisation for RAN sharing scenarios with participating SNPNs. 

MBSBroadcastConfiguration message definition and mapping of TMGIs to G-RNTIs:
MBSBroadcastConfiguration-r17-IEs ::= SEQUENCE {
    mbs-SessionInfoList-r17               MBS-SessionInfoList-r17            OPTIONAL,   -- Need R
    mbs-NeighbourCellList-r17             MBS-NeighbourCellList-r17          OPTIONAL,   -- Need S

MBS-SessionInfoList-r17 ::=      SEQUENCE (SIZE (1..maxNrofMBS-Session-r17)) OF MBS-SessionInfo-r17

MBS-SessionInfo-r17 ::=          SEQUENCE {
    mbs-SessionId-r17                TMGI-r17,
    g-RNTI-r17                       RNTI-Value,

maxNrofMBS-Session-r17                  INTEGER ::= 1024    -- Maximum number of MBS sessions provided in MBS broadcast in a cell

As can be seen above, it is possible (and was discusses as such in RAN2), that it is possible to map more than one TMGI on a G-RNTI. The above quote from 38.331 shows very nicely that it is indeed possible to signal “native” TMGIs to gNBs from participating 5GCs and to use these TMGIs also explicitly in MCCH. 
Observation 8: 38.331 indeed supports mapping of TMGIs to the same G-RNTI, hence providing “native” TMGIs to the gNB and signalling “native” TMGIs in MCCH is supported. 
MBSBroadcastConfiguration message definition and mapping of TMGIs to G-RNTIs:
MBSBroadcastConfiguration-r17-IEs ::= SEQUENCE {
    mbs-SessionInfoList-r17               MBS-SessionInfoList-r17            OPTIONAL,   -- Need R
    mbs-NeighbourCellList-r17             MBS-NeighbourCellList-r17          OPTIONAL,   -- Need S

MBS-SessionInfoList-r17 ::=      SEQUENCE (SIZE (1..maxNrofMBS-Session-r17)) OF MBS-SessionInfo-r17

MBS-SessionInfo-r17 ::=          SEQUENCE {
    mbs-SessionId-r17                TMGI-r17,
    g-RNTI-r17                       RNTI-Value,
    mrb-ListBroadcast-r17            MRB-ListBroadcast-r17,
    mtch-SchedulingInfo-r17          DRX-ConfigPTM-Index-r17                      OPTIONAL, -- Need S
    mtch-NeighbourCell-r17           BIT STRING (SIZE(maxNeighCellMBS-r17))       OPTIONAL, -- Need S
    pdsch-ConfigIndex-r17            PDSCH-ConfigIndex-r17                        OPTIONAL, -- Need S
    mtch-SSB-MappingWindowIndex-r17  MTCH-SSB-MappingWindowIndex-r17              OPTIONAL  -- Need R
}

maxNeighCellMBS-r17                     INTEGER ::= 8       -- Maximum number of MBS broadcast neighbour cells

MBS-NeighbourCellList-r17 ::=     SEQUENCE (SIZE (0..maxNeighCellMBS-r17)) OF MBS-NeighbourCell-r17

MBS-NeighbourCell-r17 ::=         SEQUENCE {
    physCellId-r17                    PhysCellId,
    carrierFreq-r17                   ARFCN-ValueNR                               OPTIONAL  -- Need S
}

In order to support mobility for broadcast sessions between shared and non-shared areas, it is important that MCCH information supports provision neighbour cell information per participating PLMN/SNPN.
If a single TMGI (as of option a) above) would be used in the RAN sharing scenario, this would not be possible.
Observation 9: For support of mobility for broadcast session between shared and non-shared areas, mtch-NeighbourCell information would need to be provided on a per-participating-PLMN/SNPN basis. This is only possible, if “native” TMGIs are signalled in MCCH. 
Looking at the current definition of the MBS-NeighbourCellList IE, it can be seen that the size of the list is rather limited. We could try to discuss whether we can ask RAN2 whether there is any possibility to increase its size. 
Observation 10: The size of the MBS-NeighbourCellList IE is limited to 8 entries. This does not seem to be fit for RAN sharing scenarios. 
Proposal 2:	Liaise RAN2 whether Rel-17 solutions would be available having in mind support for Rel-17 UEs with an increased size for the MBS-NeighbourCellList to allow covering sharing scenarios. 
2.3	Support of RAN sharing with multiple cell-ID broadcast
From an NG-RAN point of view, RAN sharing scenarios with multiple cell-ID broadcast will only shift the issue of providing sufficient information to identify MBS Sessions with identical MBS session data from the CU to the DU, so it can be regarded as a completely gNB-internal issues.
There is no reason to not support this RAN sharing scenario. 
While for MOCN in option b), as highlighted in section 2.1, each 5GC would provide a “native” TMGI and a common MBS service identification, the CU would need to provide a list of TMGIs to the DU via F1.
For RAN sharing with multiple cell-ID broadcast, it would be the CU of each logical gNB that passes the information received from its 5GC, i.e. a “native” TMGI and a common MBS service identification to the DU.
The physical implementation of all the logical DU would then need to identify those MBS sessions with identical content and configure MCCH accordingly.
Observation 11: The difference between MOCN and RAN sharing with multiple cell-ID broadcast would lie in the CU being aware of the support of multiple cell-ID broadcast and providing information received from the 5GC to the DU (“native” TMGI and common MBS service identifier) so that the physical implementation of all the logical DUs would configure the MCCH accordingly. The difference hence lies in F1 protocol details only. 
Proposal 3:	Agree support of resource efficiency for MBS sessions for RAN sharing with multiple  Cell-ID broadcast scenarios within the scope of the Rel-18 work item and work on further details (mainly F1 and stage 2). 
2.4	Support of resource efficiency for MBS reception for multicast MBS sessions
For multicast, form an NG-RAN point of view, the same major topic needs to be handled: 
How can a sharing NG-RAN node be informed that the per-5GC-requests for setting up MBS Session Resources (received from 5GCs of different sharing partners/PLMNs) concern the delivery of identical MBS session data?
Whether the MBS Session Resources concern a broadcast or a multicast session would not change that major topic to be handled, we should rather strive for aligning broadcast and multicast solutions to that respect.
Observation 12: There is no difference between multicast and broadcast sessions w.r.t. identifying MBS Sessions providing identical content. Solutions can be aligned.
In case a solution is adopted that foresees that the 5GCs to provide “native” TMGIs to the gNBs, this “native” TMGI can be used in PDU Session Management signalling. There is no need to provide in SM signalling any “common MBS service ID”/common session reference. This would be only necessary when executing the (multicast) Distribution Setup procedure on NG.
Observation 13: No changes are supposed to be needed for PDU Session Management signalling as long as “native” TMGIs are used. A “Common MBS service identification” will be needed within the NGAP (multicast) Distribution Setup procedure.
W.r.t. minimisation of data loss for multicast sessions, a particularity of multicast is that shared NG-U bearers may be setup “on the fly” due to UE mobility with UEs “entering” a gNB as first UEs that joined a multicast MBS session. Whether this requires specific protocol solutions on top of Rel-17 functions needs to be seen.
Observation 14: For multicast, it seems to be equally important to ensure that MBS data is provided from the same source . Whether this requires specific protocol solutions needs to be further looked at.
Looking at further communalities, we can see that for broadcast, using “native” TMGIs in MCCH would “translate” to use for multicast “native” TMGIs at group paging as well. If the communication from 5GC to NG-RAN by the various participating PLMNs is such that each 5GC communicates its “own” PLMN ID within the TMGI only, it can be avoided that 5GCs would influence each other w.r.t. paging strategies. The POs would be utilised by multiple TMGIs, but that should be no problem. Receiving Group Paging attempts from various AMFs should be already possible and manageable in Rel-17, at least this aspect is no addition to already existing (Rel-17) functions. 
Observation 15: As for group paging, using “native” TMGIs would on the one hand side avoid that AMFs from different 5GCs group-page “foreign” UEs, on the other hand side, a paging record may contain multiple TMGIs. Overall, using “native” TMGIs appears as a very sound approach.
Proposal 4:	We propose to further discuss aspects where commonalities between multicast and broadcast can be envisaged and continue working on impacts to NG-RAN for multicast for resource efficiency in RAN sharing scenarios within the scope of the Rel-18 work item.
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We have discussed NG-RAN aspects for support resource efficiency for MBS reception in RAN sharing scenarios and have observed the following:
Observation 1:	The statement in 23.700-47 that one cannot assume all NG-RAN nodes are shared in an MOCN RAN sharing scenario has to be amended by the statement, that within a single NG-RAN node not all cells may be shared.
Observation 2: All solutions in TR 23.700-47 enable shared NG-RAN node to associate MBS Session Resource setup requests from the participating 5GCs and hence are able achieve resource efficiency.
Observation 3: Bearing in mind aspects like minimising the potential impact on 5GC and NG-RAN and retaining backwards compatibility to existing protocol functions, a solution that deals with “native” TMGIs, i.e. TMGIs containing a PLMN ID served by the 5GC communicating it to NG-RAN and hence the PLMN ID is also understood by non-sharing RAN nodes. Is preferred. 
Observation 4: Another aspect is considering long-lasting broadcast sessions with sharing operators leaving or entering the common ongoing session, a solution where the identity providing a reference to the common session does not depend on the momentarily participating operators would be preferred. 
Observation 5: In order to support minimisation of data loss it seems important to ensure that MBS data is provided from the same source.
Observation 6: If the TMGI is not a “native” TMGI, i.e. not containing a PLMN ID broadcast in SIB1, on RRC; the PLMN ID in the signalled TMGI needs to be signalled explicitly and cannot refer to the PLMN index. 
Observation 7: If the TMGI is associated with an SNPN and not a “native” TMGI, i.e. not containing an SNPN ID broadcast in SIB1, RRC cannot support resource optimisation for RAN sharing scenarios with participating SNPNs. 
Observation 8: 38.331 indeed supports mapping of TMGIs to the same G-RNTI, hence providing “native” TMGIs to the gNB and signalling “native” TMGIs in MCCH is supported. 
Observation 9: For support of mobility for broadcast session between shared and non-shared areas, mtch-NeighbourCell information would need to be provided on a per-participating-PLMN/SNPN basis. This is only possible, if “native” TMGIs are signalled in MCCH. 
Observation 10: The size of the MBS-NeighbourCellList IE is limited to 8 entries. This does not seem to be fit for RAN sharing scenarios. 
Observation 11: The difference between MOCN and RAN sharing with multiple cell-ID broadcast would lie in the CU being aware of the support of multiple cell-ID broadcast and providing information received from the 5GC to the DU (“native” TMGI and common MBS service identifier) so that the physical implementation of all the logical DUs would configure the MCCH accordingly. The difference hence lies in F1 protocol details only. 
Observation 12: There is no difference between multicast and broadcast sessions w.r.t. identifying MBS Sessions providing identical content. Solutions can be aligned.
Observation 13: No changes are supposed to be needed for PDU Session Management signalling as long as “native” TMGIs are used. A “Common MBS service identification” will be needed within the NGAP (multicast) Distribution Setup procedure.
Observation 14: For multicast, it seems to be equally important to ensure that MBS data is provided from the same source. Whether this requires specific protocol solutions needs to be further looked at.
Observation 15: As for group paging, using “native” TMGIs would on the one hand side avoid that AMFs from different 5GCs group-page “foreign” UEs, on the other hand side, a paging record may contain multiple TMGIs. Overall, using “native” TMGIs appears as a very sound approach.

We propose:
Proposal 1: 	Agree that gNBs not sharing all cells or not sharing at all receive a “native” TMGI, i.e. a TMGI containing a PLMN ID supported by the sending 5GC. 
Proposal 2:	Liaise RAN2 whether Rel-17 solutions would be available having in mind support for Rel-17 UEs with an increased size for the MBS-NeighbourCellList to allow covering sharing scenarios. 
Proposal 3:	Agree support of resource efficiency for MBS sessions for RAN sharing with multiple  Cell-ID broadcast scenarios within the scope of the Rel-18 work item and work on further details (mainly F1 and stage 2). 
Proposal 4:	We propose to further discuss aspects where commonalities between multicast and broadcast can be envisaged and continue working on impacts to NG-RAN for multicast for resource efficiency in RAN sharing scenarios within the scope of the Rel-18 work item.
Final proposal:	Given the discussion above, we suggest to expand Proposal 1 and agree to support an approach where all participating 5GCs, supporting resource efficiency improvements for MBS sessions, continue identifying all MBS sessions on NG with a “native” TMGI, as in Rel-17. MBS sessions providing identical content are further identified by a common MBS service identification.
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