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CB: # SONMDT2_MRO
MRO for CPAC:
- Clarification on the basic scenarios or cases for CPC and CPA?
[bookmark: _Hlk116066853]- Enhancement on SCGFailureInformation for CPAC?
- Mixed scenarios of legacy PA/PC and CPA and CPC?
- UHI for CPAC?
MRO for Fast MCG Failure Recovery:
- Clarification on fast MCG recovery failure case, e.g., fast MCG recovery near failure case?
- Enhancements on RLF report, e.g., time information to optimize the T316, measurement report of last serving cell and MCG failure reason?
MRO for MR-DC SCG Failure:
- Enhancement on SCGFailureInformationNR and SCGFailureInformationEUTRA?
- Stage 2 description of PSCell change failure?
- Any stage 3 impact on X2 and Xn, reusing the progress in NR-DC?
MRO for inter-system handover for voice fallback:
- Whether Case 4 and Case 5 are needed?
- RLF report optimizations for inter-system handover for voice fallback?
- Separate failure type definition in stage 2?
- MRO enhancements for redirection for voice fallback?
- Capture agreements and open issues, provide Stage 2 and Stage 3 TPs if agreeable?
- LS to RAN2 to capture the agreements from RAN3?
(Lenovo - moderator)
Summary of offline disc R3-225908
For the Chairman’s Notes
The following proposals can be agreed:
MRO for CPAC:
Proposal 1-a: Not consider too late CPA.
Proposal 1-b: CPA Execution to wrong PSCell will be considered, e.g. UE receives CPA configuration and CPA execution condition is satisfied, CPA execution fails or an SCG failure occurs shortly after a successful CPA execution; a suitable PSCell different with target PSCell is found based on the measurements reported from the UE.
Proposal 2: Too Late CPC Execution, Too Early CPC Execution and CPC Execution to wrong PSCell will be considered: 
-	Too Late CPC Execution: UE receives CPC configuration, while a SCG failure occurs before CPC execution condition is satisfied; a suitable PSCell different with source PSCell is found based on the measurements reported for the UE.
-	Too Early CPC Execution: UE receives CPC configuration and CPC execution condition is satisfied, CPC execution fails or an SCG failure occurs shortly after a successful CPC execution; source PSCell is still the suitable PSCell based on the measurements reported from the UE.
-	CPC Execution to wrong PSCell: UE receives CPC configuration and CPC execution condition is satisfied, CPC execution fails or an SCG failure occurs shortly after a successful CPC execution; a suitable PSCell different with source PSCell or target PSCell is found based on the measurements reported from the UE.
Proposal 3: For MRO for CPAC, deprioritize Case i/ii/iii/iv:
-	Case i: mixed scenarios of legacy PA and CPA, i.e. UE receives CPA configuration, a legacy PSCell addition is performed but fails, or a legacy PSCell addition is performed and succeeds but an SCG failure occurs shortly after the successful legacy PSCell addition.
-	Case ii: mixed scenarios of legacy PC and CPC, i.e. UE receives CPC configuration, a legacy PSCell change is performed but fails, or a legacy PSCell change is performed and succeeds but an SCG failure occurs shortly after the successful legacy PSCell change.
-	Case iii: MCG RLF or handover failure or CHO execution failure before CPA/CPC execution.
-	Case iv: CHO-CPC coexistence scenarios with low priority.

MRO for MR-DC SCG failure:
Proposal 4: For MRO for MR-DC SCG failure, deprioritize dual failure case (i.e. both MCG failure and SCG failure occur).

[bookmark: _Hlk116634974]MRO for inter-system handover for voice fallback:
Proposal 5: Deprioritize Case 5 for MRO enhancements for inter-system inter-RAT handover for voice fallback:
-	Case 5: the UE successfully performs inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, but the handover is about to failure.
Proposal 6: Deprioritize MRO enhancements for redirection for voice fallback.
Proposal 7: Introduce stage 2 descriptions of failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback. The detailed descriptions are FFS.
Proposal 8: Turn the WA into an agreement: The RLF Report needs to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback.

The following open issues are to be continued:
MRO for CPAC:
· whether to consider Too Early CPA Execution;
· enhancements of SCG failure related information reported from the UE for MRO for CPAC;
· Xn interface impacts to support MRO for CPAC;
· whether/how to support UHI for CPAC.

MRO for Fast MCG Failure Recovery:
· whether to consider Sub-Case b1/Sub-Case b2/Case c-e for MRO enhancements for Fast MCG Failure Recovery;
· enhancements of UE reported information for MRO enhancements for Fast MCG Failure Recovery.

MRO for MR-DC SCG failure:
· how to introduce stage 2 descriptions of PSCell change failure in (NG)EN-DC in TS36.300;
· whether/how to enhance SCGFailureInformationNR or SCGFailureInformationEUTRA message;
· whether to introduce SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER over X2;
· how to forward SCG failure information from MN to SN, e.g. via a new inter-node RRC message, reuse the existing CG-ConfigInfo inter-node message, or explicit IEs over Xn;
· whether/how MN decodes measResultSCG to obtain SCG measurement result for MRO analysis.

MRO for inter-system handover for voice fallback:
· whether to consider Case 4 for MRO for inter-system handover for voice fallback;
· details on failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback in stage 2;
· network interface to deliver RLF report for inter-system inter-RAT HO from NR to E-UTRA for voice fallback.
Discussion
MRO for CPAC
Failure scenarios
Similar as Too Late CHO Execution, Too Early CHO Execution and CHO Execution to Wrong Cell defined in R17, some companies propose to consider CPA and CPC scenarios, e.g. too late, too early and CPAC to wrong PSCell scenarios.
CPA failure scenarios
Too early CPA execution is proposed to be considered in [1-4]: 
Too Early CPA Execution: UE receives CPA configuration and CPA execution condition is satisfied, CPA execution fails or an SCG failure occurs shortly after a successful CPA execution; no suitable PSCell is found.
CPA Execution to wrong PSCell is proposed to be considered in [1, 2, 3, 5, 6]: 
CPA Execution to wrong PSCell: UE receives CPA configuration and CPA execution condition is satisfied, CPA execution fails or an SCG failure occurs shortly after a successful CPA execution; a suitable PSCell different with target PSCell is found based on the measurements reported from the UE.
[4] proposes to consider Too Late CPA Execution:
Too Late CPA Execution: an RLF occurs in MCG, or PCell handover happens before any CPA execution condition is satisfied.

Q1-1: Companies are invited to provide their views on whether to consider Too Late CPA Execution, Too Early CPA Execution and CPA Execution to wrong PSCell as listed above.
	Company
	Yes/No for Too Late/Too Early CPA Execution and CPA Execution to wrong PSCell
	Comment

	Nokia
	Yes for too early
	Wrong target CPA: it has to be noted that the target PSCell is selected by the target SN from the set of possible targets. Therefore, this event may have two causes: either the proposed list of target was wrong, or the target SN selected wrong cell from the list. This should be somehow reflected here, because the node that caused the problem is different in the two scenarios.
Too late CPA: this is no needed – linking CPA with RLF makes little sense.

	Qualcomm
	Too early CPA execution: Need clarification
CPA execution to wrong PSCell: Yes
Too late CPA: No
	Too early CPA: how do we define “no suitable PSCell found”?
CPA execution to wrong PSCell: OK
Too Late CPA: This scenario of MCG RLF before CPA execution is not too late CPA but can be considered separately post the basic scenarios.

	Samsung
	Yes for Too early CPA execution and 
CPA execution to wrong PSCell
Too late CPA: No
	The detail description above on Too early, CPA execution to wrong PSCell needs some rewording.
There is no too late CPA.
This scenario of MCG RLF before CPA execution is a basic radio link failure scenario.

	Lenovo
	Yes for Too Early CPA Execution and CPA Execution to wrong PSCell.
No for Too Late CPA
	For Too early CPA, “no suitable PSCell found” means no PSCell is found based on the measurements reported from the UE.
For Too Late CPA, the case that an RLF occurs in MCG is more like a too late HO.

	Huawei
	Too early CPA execution: Yes
CPA execution to wrong PSCell: Yes
Too late CPA: No
	We are OK to continue to discuss the criteria of “suitable” – in legacy this is related to cell selection. We could for example put an FFS on definition of suitable in this scope.
Regarding the gap mentioned by NOK, we think this can be part of analysis, not for the failure type definition.
Too late CPA: this is no needed – this can be handled by legacy MRO

	Intel
	CPA Execution to wrong PSCell: Yes
Too early CPA: No
Too late CPA: No
	The reason for CPA execution fails or an SCG failure occurs shortly after a successful CPA execution is wrong execution, but not too early to add a PSCell.
If an RLF occurs in MCG, or PCell handover, it’s just an ordinary RLF.

	Ericsson
	Too early: Yes
Too late: No
Wrong cell: Yes
	Too late: Failures in PCell should not be linked to CPAC

	ZTE
	Too early CPA execution: No
CPA execution to wrong PSCell: Yes
Too late CPA: No
	Share the view with QC, for Too early CPA execution, how to understand the “no suitable PSCell is found” needs further clarification.

	CATT
	Too early CPA execution: Yes
CPA execution to wrong PSCell: Yes
Too late CPA: No
	As we discussed in R3-225790, OK for Too early CPA execution and CPA execution to wrong PSCell.
For Too late CPA, Failures in PCell should not be linked to CPAC.

	CMCC
	Yes, for Too early CPA execution and CPA execution and for too late CPA
	The wording may need some refinement.
For too late CPA, one of the use case is MN adds SN and sends the SN configuration to UE in a wrong timing, e.g, the MN is about to HO, MN is still adding the SN as CPA.



[bookmark: _Hlk116565634]Moderator summary: 
For Too late CPA, (9/10) companies think it is not need, but (1/10) supports it. 
For Too early CPA, (7/10) companies support it, (2/10) think how to understand the “no suitable PSCell is found” needs further clarification, (1/) thinks it is not need. No consensus, FFS on whether to consider Too Early CPA Execution, e.g. UE receives CPA configuration and CPA execution condition is satisfied, CPA execution fails or an SCG failure occurs shortly after a successful CPA execution; no PSCell is found based on the measurements reported from the UE.
For CPA Execution to wrong PSCell, (9/10) support it, (1/10) proposes to have additional notes of failure causes e.g. either the proposed candidate PSCell list was wrong, or the target SN selected wrong cell from the list. But as HW replied, moderator also agreed that it can be part of MRO analysis, but not for the failure type definition.

[bookmark: _Hlk116569259]Proposal 1-a: Not consider too late CPA.
Proposal 1-b: CPA Execution to wrong PSCell will be considered, e.g. UE receives CPA configuration and CPA execution condition is satisfied, CPA execution fails or an SCG failure occurs shortly after a successful CPA execution; a suitable PSCell different with target PSCell is found based on the measurements reported from the UE.

CPC failure scenarios
Too Late CPC Execution is proposed to be considered in [1-7]:
Too Late CPC Execution: UE receives CPC configuration, while a SCG failure occurs before CPC execution condition is satisfied; a suitable PSCell different with source PSCell is found based on the measurements reported for the UE.
Too early CPC execution is proposed to be considered in [1-7]: 
Too Early CPC Execution: UE receives CPC configuration and CPC execution condition is satisfied, CPC execution fails or an SCG failure occurs shortly after a successful CPC execution; source PSCell is still the suitable PSCell based on the measurements reported from the UE.
CPC Execution to wrong PSCell is proposed to be considered in [1, 2, 3, 5, 6, 7]: 
CPC Execution to wrong PSCell: UE receives CPC configuration and CPC execution condition is satisfied, CPC execution fails or an SCG failure occurs shortly after a successful CPC execution; a suitable PSCell different with source PSCell or target PSCell is found based on the measurements reported from the UE.

Q1-2: Companies are invited to provide their views on whether to consider Too Late CPC Execution, Too Early CPC Execution and CPC Execution to wrong PSCell as listed above.
	Company
	Yes/No for Too Late/Too Early CPC Execution and CPC Execution to wrong PSCell
	Comment

	Nokia
	Yes for too early
	Too late CPC, wrong target CPC: similar like for CPA, the re may be two different reasons: either the proposed set of PSCells is wrong, or the PSCells configured by the target SN are wrong.

	Qualcomm
	Yes for all
	

	Samsung
	Yes for all
	

	Lenovo
	Yes for all
	

	Huawei
	Yes for all
	

	Intel
	Yes for all
	

	Ericsson
	Yes for all
	

	ZTE
	Yes for all
	

	CATT
	Yes for all
	

	CMCC
	Yes for all
	



Moderator summary: 
(9/10) companies support Too Late CPC Execution, Too Early CPC Execution and CPC Execution to wrong PSCell. (1/10) company only supports Too Early CPC Execution, for Too Late CPC Execution and CPC Execution to wrong PSCell, it proposes to have additional notes of failure causes e.g. either the proposed candidate PSCell list was wrong, or the target SN selected wrong cell from the list. But as HW replied, moderator also agreed that it can be part of MRO analysis, but not for the failure type definition.

Proposal 2: Too Late CPC Execution, Too Early CPC Execution and CPC Execution to wrong PSCell will be considered:
· Too Late CPC Execution: UE receives CPC configuration, while a SCG failure occurs before CPC execution condition is satisfied; a suitable PSCell different with source PSCell is found based on the measurements reported for the UE.
· Too Early CPC Execution: UE receives CPC configuration and CPC execution condition is satisfied, CPC execution fails or an SCG failure occurs shortly after a successful CPC execution; source PSCell is still the suitable PSCell based on the measurements reported from the UE.
· CPC Execution to wrong PSCell: UE receives CPC configuration and CPC execution condition is satisfied, CPC execution fails or an SCG failure occurs shortly after a successful CPC execution; a suitable PSCell different with source PSCell or target PSCell is found based on the measurements reported from the UE.

[3] provides TP for TS37.340 to introduce CPA and CPC failure type definition based on R17 PSCell change failure type, from moderator point of view, whether and how to capture CPAC failure type definition in stage 2 specification (e.g. have separate failure type definition of CPA and CPC, or reuse legacy failure type definition of PSCell change with necessary updates) can be discussed later after the scenarios have been clarified.
mixed scenarios
Besides scenarios proposed in 3.1.1.1 and 3.1.1.2, some mixed scenarios are also proposed:
· Case i: mixed scenarios of legacy PA and CPA, i.e. UE receives CPA configuration, a legacy PSCell addition is performed but fails, or a legacy PSCell addition is performed and succeeds but an SCG failure occurs shortly after the successful legacy PSCell addition [2].
· Case ii: mixed scenarios of legacy PC and CPC, i.e. UE receives CPC configuration, a legacy PSCell change is performed but fails, or a legacy PSCell change is performed and succeeds but an SCG failure occurs shortly after the successful legacy PSCell change [2, 5].
· Case iii: MCG RLF or handover failure or CHO execution failure before CPA/CPC execution [7].
· Case iv: CHO-CPC coexistence scenarios with low priority [6].

From moderator ponit of view, scenarios proposed in 3.1.1.1 and 3.1.1.2 shoule be discussed first with high priority, MRO for mixed scenarios may be complex and moderator would like to deprioritize Case i/ii/iii/iv.
Q1-3: Companies are invited to provide their views on whether agree to deprioritize Case i/ii/iii/iv as listed above.
	Company
	Yes/No
	Comment

	Nokia
	Yes
	

	Qualcomm
	Yes
	

	Samsung
	
	We support to prioritize Case i and Case ii as well in Rel-18 If time allows. Those handover scenarios have been supported in Rel-17. It’s beneficial to support self-optimization for the failure cases happened during those scenarios.

	Lenovo
	Yes
	Similar as MRO for CHO to deprioritize the mixed scenarios.

	Huawei
	
	We think these are important but for the sake of progress we can focus on the other first.

	Intel
	Yes
	All mixed scenarios should be low priority and could be discussed after the solution for Q1-1 and Q1-2 ready.

	Ericsson
	yes
	

	ZTE
	Yes
	

	CATT
	Yes
	

	CMCC
	Yes
	Basic scenarios first



Moderator summary: 
[bookmark: _Hlk116565737](8/10) companies agree to deprioritize mixed scenarios, (1/10) company compromises to deprioritize mixed scenarios, (1/10) company proposes to prioritize Case i and Case ii. To follow majority’s view, moderator would propose to deprioritize Case i/ii/iii/iv.
Proposal 3: For MRO for CPAC, deprioritize Case i/ii/iii/iv:
· Case i: mixed scenarios of legacy PA and CPA, i.e. UE receives CPA configuration, a legacy PSCell addition is performed but fails, or a legacy PSCell addition is performed and succeeds but an SCG failure occurs shortly after the successful legacy PSCell addition.
· Case ii: mixed scenarios of legacy PC and CPC, i.e. UE receives CPC configuration, a legacy PSCell change is performed but fails, or a legacy PSCell change is performed and succeeds but an SCG failure occurs shortly after the successful legacy PSCell change.
· Case iii: MCG RLF or handover failure or CHO execution failure before CPA/CPC execution.
· Case iv: CHO-CPC coexistence scenarios with low priority.

Enhancements of SCG Failure Information for CPAC
Some companies propose to enhance SCG failure related information reported from the UE for MRO for CPAC:
1) CPAC execution condition(s) fulfilled [5]
2) Time between fulfillment of the two triggering events [4, 5]
3) time elapsed since the last CPC configuration until SCG failure [7]
4) time elapsed since CPAC execution until SCG failure [1, 4, 5, 7]
5) [bookmark: _Hlk116068165]time elapsed between the CPAC execution towards the target PSCell and the corresponding latest CPAC configuration is received for the target PSCell [1, 4]
6) the type of PSCell addition/change, i.e. CPA or CPC [1]
7) the target cell towards which the CPAC was executed [4]
8) the node (i.e., MN or SN) that initiates the CPC [4]
9) the first satisfied event or condition [4]
10) the latest radio measurement results, and include an indication on whether a measured neighbour cell was configured as a CPAC candidate or not [4]
11) list of candidate PSCell Ids [4]
12) configured CPC execution condition(s) [4]

It is also proposed to send an LS to RAN2 to inform the agreed enhancements if any [5]. We may work during the second round on the LS if needed.
Q2: Companies are invited to provide their views on the enhancements of SCG failure related information reported from the UE for MRO for CPAC as listed above.
	Company
	Comment for 1)-12)

	Nokia
	We prefer to postpone it until we have the definitions – the report must reflect them.

	Qualcomm
	Propose to first consider the following and discuss whether they can be computed by the gNB (network-based solution) without UE reporting them:
3), 4) and 5) – Timers
10), 11), 12) – Candidate PSCell IDs and CPC/CPA execution conditions

	Samsung
	1), 2), 4) are needed.
5) is for SHR.
With 4) and 5), 3) can be get.
10) except the indication is already included in the existing SCGFailureInformation
11) and 12) can be get with network based solution e.g. saved in the MN.

	Lenovo
	Ok for 4) and 5), since when CPAC is executed depends on UE decision.
3) can be derived based on 4) and 5).

	Huawei
	1-10: Information is useful, this is similar to what is included in RLF report, and therefore it makes sense to include also here
11-12: Information is useful, but may be known by network in some cases. 

	Intel
	Agree to include 3), 4)

	Ericsson
	Agree with HW, all these information are useful. These may need to be stored by the UE at some point, at least for SPCR scenarios. For SCG Failure, some of these may be available in the UE Context, which should be available at least in MN. For the SN, it depends which node configured CPAC. So one solution would be to report all these to RAN2, with maybe different priorities:
· Needed from the UE in all cases: 1/2/4/5 (for better accuracy)/7/9/10
Need further discussion for SCG Failure: 3/6/8/11/12

	ZTE
	Agree to include 4), 6) and 10)

	CATT
	Agree with QC. We may first discuss whether they can be computed by the gNB (network-based solution) without UE reporting them.

	CMCC
	Same view as Ericsson and HW



Moderator summary:
Companies have different views. No consensus, to be continued.

Others 
Xn interface
Companies also discuss Xn interface impacts to support MRO for CPAC: 
· How network gets CPAC candidate PSCell list and CPAC execution conditions for MRO purpose [1, 3, 5, 7];
· Which node is responsible for root cause analysis of CPAC failure [1, 5, 7];
· Whether to reuse SCG FAILURE INFORMATION REPORT to transfer CPAC failure related information from MN to SN [1, 7];
· Whether to reuse SCG FAILURE TRANSFER to inform MN that the root cause of CPC failure may have occurred in other nodes or to reuse the SCG Reconfiguration Notification IE introduced in SN Modification Required message [7].

Due to restrictions on Question Number for each CB and as [6] proposed, moderator would like to suggest discussing network interface impacts to support MRO for CPAC later after the scenarios have been clarified.
UHI for CPAC
[5] proposes to support UHI for CPAC, considering UHI for MR-DC has been specified in Rel-17 and UHI for CPAC is in the scope of Rel-18 SON/MDT WID.
Due to restrictions on Question Number for each CB, moderator would like to suggest discussing it later after UHI for CHO is done in Rel-17 and the main work about MRO for CPAC failure scenarios have been discussed.

MRO for Fast MCG Failure Recovery
Failure scenarios
RAN3#117-e meeting has agreed to consider Case a and Case b for MRO for Fast MCG Failure Recovery:
· Case a: SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure).
· Case b: the signalling delay is longer than the time the UE waits for the response (T316 expired).

Other scenarios proposed by companies for MRO enhancements for Fast MCG Failure Recovery are summarized as following:
· Sub-Case b1: T316 runs out on the UE side while the SN is trying to deliver the MN message, in this case the maximum number of retransmissions at the SN side has not been reached [8].
· Sub-Case b2: The SN reaches the maximum number of retransmissions while T316 has not expired on the UE side. In this case the SN can not make any further attempts to deliver the MN message but the UE will continue to wait for it for the remainder of the T316 time [8].
· Case c: Fast recovery near failure case, i.e. UE receives the response message from MN via SN while T316 is running which almost expires but not yet [2, 9].
· Case d: Failure case for CHO based recovery failure after fast MCG recovery failure [2].
· Case e: Subsequent failure after successful fast MCG recovery [2].

[bookmark: _Hlk116592720]Q3-1: Companies are invited to provide their views on whether to consider Sub-Case b1/Sub-Case b2/Case c/Case d/Case e for MRO enhancements for Fast MCG Failure Recovery.
	Company
	Yes/No for Sub-Case b1/Sub-Case b2/Case c-e
	Comment

	Nokia
	Yes for b1 & b2
	“Near failure” is not a failure, so should not be reported as such. We will then have to define how close to timer expiry is “near”; and then define near-near-failure etc…

	Qualcomm
	No for all
	Case b1) is T316 expiry case – same as case b). No need to mention the status of max number of RLC ReTx
Case b2) is basically SCG failure due to maxRLCReTx when T316 is running. This is same as case a)
Case c)-e) are corner cases or beyond the scope agreed, not to be considered.

	Samsung
	e
	The interruption in the UE is more serious than MCG failure recovery. The detection and optimization needs to be considered.

	Lenovo
	No for all
	Same view as QC on b1 and b2. 
For case c, new trigger condition for SHR is needed, it should be de-prioritized, 
For case d, there are two successive failures, it should be de-prioritized.
For case e, it is legacy MRO.

	Huawei
	c-e
	b1: what is the difference from b?
b2: this is just one of the causes of SCG RLF failure
c: Similar to SHR – will be helpful to avoid failures
d: when MCG recovery is not used, both failures are recorded. But if we have MCG recovery failure this scenario is undefined. So we think it makes sense to also support this case in order to align with rel17
e: we think this is useful to improve the fast MCG recovery handling by the MN. 

	Intel
	No
	b1, b2: already covered by a, b
c: corner case, how to define “almost expires”?
d: no strong opinion
e: any failure happens after the successful fast MCG recovery can follow the normal failure operation.

	Ericsson
	b1/b2 maybe
	b1/b2: the goal of b, as we understand it, is to optimize T316 value (determine that T316 was either too long (e.g. MN does not act and prefer that UE goes to RLF and performs RRC Re-establishment) or too short (e.g. MN attempted recovery but T316 expires before the UE receives the message). Maybe the number of retransmissions is not the key information here, but the fact that MN sent an RRC message to the UE or not. It is ok to further discuss these scenarios if it helps optimizing T316 value.
c) not in MRO scope
d) deprioritize for now. May be reconsidered depending on RAN2 progress
e) looks like legacy MRO

	ZTE
	No for all
	The existing a and b are enough.

	CATT
	None
	b1) same as Case b 
b2) sub-case of Case a, but Case a only indicate MCG recovery due to SCG failure/deactivation. The pursose of Case b2 is to optimaize maximum number of retransmissions. But we prefer foucing on T316 first. 
c-e) MRO enhancement for fast MCG recovery shall end at the MN initials handover/release procedure. The others can be coveryed by legacy MRO.

	CMCC
	c
	B1 and B2 can be covered by a and b



Moderator summary: 
(5/10) companies think none of case b1/b2/c-e needs to be considered. (2/10) companies support case b1 and b2. (2/10) companies support case c and case e. (1/10) company supports case d. No consensus, to be continued.

Q3-2: Companies are invited to provide their views on whether to send LS to RAN2 to inform the scenarios agreed in RAN3 so far for MRO enhancements for Fast MCG Failure Recovery at this meeting. 
	Company
	Yes/No
	Comment

	Nokia
	Possibly yes
	RAN2 may need to evaluate feasibility of enabling reporting of e.g. T316 from the UE.

	Qualcomm
	Maybe
	OK to send LS to RAN2 to inform the scope. Also don’t think there are any RAN3 impacts for this topic.

	Samsung
	
	We think RAN3 needs to discuss and conclude what information needs to be reported from the UE, then ask RAN2 to confirm the feasibility and the reporting. Only inform RAN2 the scenarios is not necessary.

	Lenovo
	Probably yes
	To Samsung: besides scenarios agreed in RAN3 so far, we are fine to inform RAN2 about the enhancements of UE reported information if we have consensus on Q4 at this meeting. 

	Huawei
	Maybe
	OK to send when we have conclusion

	Intel
	No
	RAN2 already noticed that case a, b are agreed by RAN3 in last meeting. If no new case agreed, we don’t see the need for an LS only on scenarios.

	Ericsson
	Yes
	RAN2 is waiting for RAN3 progress

	ZTE
	No
	Not necessary for the LS since there is no further progress in RAN3.

	CATT
	No 
	If no further agreement achieved in RAN3 except case a and case b , no LS is needed.

	CMCC
	
	Just sending the supported scenarios for fast MCG recovery to RAN2 seems not so useful. We may consider to send the progress for all MRO topics to RAN2 if agreeable.



Moderator summary:
(5/10) companies think an LS to RAN2 is needed if we have further progress, e.g. to inform the agreed scenarios, the enhancements of UE reported information. (5/10) companies state LS only on scenarios is not needed. 
Since we have no consensus on Q3-1 and Q4, no LS to RAN2 at this meeting.

Enhancements of RLF report
Some companies propose to enhance RLF report for fast MCG recovery:
· include fast MCG recovery failure related information e.g. failure type of fast MCG link recovery in the RLF report[3, 10, 11].
· include the SCG status at the time of Fast MCG Recovery attempt [12].

[6] proposes to introduce a new FMR report rather than the existing RLF report to include MCGFailureReport, status of T316, measurement report of last serving cell.
[7, 9] propose it is up to RAN2 to specify the enhancements of RLF report for fast MCG recovery. 
It is also proposed to send an LS to RAN2 to inform the agreements on enhancements of RLF report if any [12]. We may work during the second round on the LS if needed.
Q4: Companies are invited to provide their views on the RLF report enhancements.
	Company
	Comment

	Nokia
	Decision to enhance RLF Report or to create a new one should be left for RAN2.
Regarding information to transfer, the configured T316 should be reported at least. We are not sure about the SCG status – MN is aware of it (SN informs the MN), so why is it needed?

	Qualcomm
	Leave it up to RAN2 to discuss, as this is a RAN2-only topic

	Samsung
	For legacy MRO discussion i.e. RLF Reporting, RAN3 has agreed the information to be reported from the UE and send LS to RAN2. RAN2 confirm the information and define it in RAN2 specification.
We think RAN3 needs to discuss and conclude what information are necessary for the failure reason detection in the network side.
We think the following information are needed:
· MCG failure indication
· The PCell where MCG failure happened
· The PSCell where SCG failure happened
· The timer from MCG failure to SCG failure
· SCG status
· T316 Status

Then RAN2 can decide whether to enhance RLF Report or to create a new one.

	Lenovo
	We agree the UE reports fast MCG recovery failure related information e.g. failure type of fast MCG link recovery, and we are fine to leave it to RAN2 decision on whether to enhance the RLF report or introduce a new report.

	Huawei
	The details are decided by RAN2. RAN3 could discuss the contents. Agree with NOK that we should try to limit to information only in the UE.

	Intel
	Agree to include fast MCG recovery failure type in the RLF report.
RAN3 can discuss and provide comments to RAN2 if we have special concerns on any parameter, but need RAN2 to decide.

	Ericsson
	High-level information needed to enhance the RLF Report can be discussed in RAN3. Details can be left to RAN2:
· T316 status
· Fast MCG recovery cause
· SCG status at the time of failure (MN may not have UE Context anymore)

	ZTE
	We think, at least, the failure type of MCG failure and the status of T316 are needed in the RLF report.

	CATT
	We can focus on what information should be recorded. The MN needs to be informed the failure type of MCG failure e.g., T316 status, SCG status.

	CMCC
	· The root cause of the fast MCG recovery 
· Time between MCG failure and SCG failure 
· Time between transmitting MCGFailureInformation and receiving RRC reconfiguration message



Moderator summary:
Companies have different views. No consensus, to be continued.

[bookmark: _Hlk116598370]MRO for MR-DC SCG failure
[bookmark: _Hlk79756773]To support MRO for MR-DC SCG failure in R18, last RAN3 meeting agreed:
Support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS38.300 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NGEN-DC SCG failure, and necessary updates can be added on top of it if needed.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for EN-DC SCG failure, and necessary updates can be added on top of it if needed.

[bookmark: _Hlk116051678]Failure scenarios and stage 2 description of PSCell change failure
[12] states that a failure on MCG may occur at about the same time as a failure on SCG in DC operation, it is proposed to study the dual failure cases (MCG and SCG) in NR-DC.
From moderator ponit of view, MRO for dual failure cases may be complex, we should discuss SCG failure only in MR-DC scenarios at first.
Q5-1: Companies are invited to provide their views on whether agree to deprioritize MRO enhancements for dual failure cases (MCG and SCG) in NR-DC.
	Company
	Yes/No 
	Comment

	Nokia
	Yes
	Such combinations may be addressed when the basic functionality is in place.

	Qualcomm
	Yes
	

	Samsung
	Yes
	

	Lenovo
	Yes
	

	Huawei
	Yes
	

	Intel
	Yes
	Corner case, should be low priority

	Ericsson
	No
	NR-DC functionality is already in place, and should have higher priority than EN-DC, NGEN-DC and NE-DC according to the WID

	ZTE
	Yes
	

	CATT
	Yes
	



Moderator summary:
(8/9) companies agree to deprioritize MRO enhancements for dual failure cases (MCG and SCG). But one company disagrees.
Proposal 4: For MRO for MR-DC SCG failure, deprioritize dual failure case (i.e. both MCG failure and SCG failure occur).

Last RAN3 meeting agreed that stage 2 descriptions of PSCell change failure in TS38.300 can be taken as baseline for NE-DC SCG failure. 
[2, 6, 10] propose to introduce stage 2 descriptions of PSCell change failure in (NG)EN-DC in TS36.300, considering that stage 2 descriptions of PSCell change failure in EN-DC or NGEN-DC are needed. 
[2, 10, 13] provide their TPs for stage 2 descriptions in TS36.300, from moderator point of view, how to capture it in stage 2 specification can be discussed later after we agree to introduce stage 2 descriptions of PSCell change failure in EN-DC or NGEN-DC.
[bookmark: _Hlk116634462]Q5-2: Companies are invited to provide their views on whether agree to introduce stage 2 descriptions of PSCell change failure in (NG)EN-DC in TS36.300.
	Company
	Yes/No 
	Comment

	Nokia
	Neutral
	It is all right, but for the beginning shall be accompanied by a lot of “FFS”.

	Samsung
	
	Agree the moderator.

	Lenovo
	Yes
	We agree to have stage 2 descriptions of PSCell change failure in (NG)EN-DC in TS36.300, and how to capture it is FFS, we can consider the detailed descriptions after we have a whole picture of transfer mechanism for SCG failure information at network side.

	Huawei
	Neutral
	OK to start capturing text 

	Ericsson
	Neutral
	Ok to start working on it, and eventually agree on some text, which could be revisited later

	ZTE
	Yes
	The stage 2 description of PSCell change in TS 36.300 is needed

	CATT
	
	We think we may solve the following stage3 issues first and then begin stage 2 work as these stage3 issues may have some impact on stage 2 descriptions.



Moderator summary:
(3/7) companies agree to have stage 2 descriptions of PSCell change failure in (NG)EN-DC in TS36.300. (3/7) companies are neutral. (1/7) company suggests discussing stage 3 issues first. 
From moderator point of view, indeed we need stage 2 description in TS36.300, but since the detailed descriptions are FFS, we can wait a bit.

Stage 3 spec impacts
Enhancements of SCGFailureInformationNR and SCGFailureInformationEUTRA
SCGFailureInformationNR message may be used to report SCG failure related information in EN-DC or NGEN-DC. Currently, only failure type and measurement results are included in the SCGFailureInformationNR message in TS36.331.
SCGFailureInformationEUTRA message may be used to report SCG failure related information in NE-DC. Currently, only failure type and measurement results are included in the SCGFailureInformationEUTRA message in TS38.331. 
[bookmark: OLE_LINK9][bookmark: OLE_LINK10]Similar as enhancements for SCGFailureInformation message for NR-DC SCG failure in R17, it seems beneficial to enhance SCGFailureInformationNR or SCGFailureInformationEUTRA message. [10, 14] propose to to enhance SCGFailureInformationNR or SCGFailureInformationEUTRA message for MRO e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure, connectionFailureType and RA info.
Q6-1: Companies are invited to provide their views on whether agree to enhance SCGFailureInformationNR or SCGFailureInformationEUTRA message, e.g. to include previousPSCellId, failedPSCellId, timeSCGFailure, connectionFailureType and RA info.
	Company
	Yes/No 
	Comment

	Nokia
	-
	These messages are up to RAN2.

	Qualcomm
	
	Up to RAN2.

	Samsung
	Yes
	For the enhancment of SCGFailureInformation in R17, RAN3 has agreed the information to be reported and sent LS to RAN2. We think the same approach can be used.
We agree to include previousPSCellId, failedPSCellId, timeSCGFailure, connectionFailureType and RA info in SCGFailureInformationNR or SCGFailureInformationEUTRA message.

	Lenovo
	Yes
	Same view as Samsung.

	Huawei
	
	RAN2

	Ericsson
	
	Prefer to let RAN2 decide this time. Rel-17 way of working caused a lot of confusion, with RAN3 thinking that RAN2 implemented it, while RAN2 did not until the last meeting

	ZTE
	
	RAN2 issue

	CATT
	Yes
	A LS to RAN2 is needed.



Moderator summary: 
(3/8) companies agree to enhance SCGFailureInformationNR or SCGFailureInformationEUTRA message. (5/8) companies think it is up to RAN2. No consensus, to be continued.

Enhancements on X2 and Xn
Introduce messages in X2 interface to transfer SCG failure related information:
For SCG failure in EN-DC, [6, 7, 10] propose to enhance X2 interface to transfer SCG failure related information between MN and SN, e.g. introduce SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER over X2.
Q6-2: Companies are invited to provide their views on whether agree to enhance X2 interface to transfer SCG failure related information between MN and SN, e.g. introduce SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER over X2.
	Company
	Yes/No 
	Comment

	Nokia
	Neutral
	We prefer to wait until more general issues are decided.

	Qualcomm
	Yes
	This is needed for EN-DC failures

	Samsung
	Yes
	

	Lenovo
	Yes
	

	Huawei
	Neutral
	It is needed but we prefer to wait a bit

	Ericsson
	Wait
	Wait until we know what we need to transfer

	ZTE
	Yes
	

	CATT
	Yes
	



Moderator summary: 
(5/8) companies agree to introduce SCG FAILURE INFORMATION REPORT and SCG FAILURE TRANSFER over X2. (3/8) companies prefer to wait a bit. No consensus, to be continued.

Issue 1 and potential solutions:
For NE-DC and (NG)EN-DC scenarios, since the SCG failure information reported by the UE is always encoded in the format of the MN RAT but the SN is in the different RAT from the MN, if the MN just forwards the SCG failure information from the UE to the SN, it is impossible for the SN to decode it. To solve the issue 1, the solutions are provided as below:  
· [2] proposes to introduce inter-node RRC message to forward the SCG failure information from the MN to the SN (i.e. the MN translates the SCG failure information encoded in the MN RAT, then re-organizes the information with the SN RAT format and finally sends the inter-node RRC message to the SN), and send LS to RAN2 to consider the introduction of inter-node RRC message. 
· [3] proposes to use CG-ConfigInfo inter-node message to send the content of SCG failure information from MN to SN, and send an LS to ask RAN2 to enhance CG-ConfigInfo inter-node message.
· [12] proposes to reuse existing IEs in existing XnAP messages to send the RRCFailureInformation message unless encoding issues are acknowledged. 
· [14] proposes that MN decodes SCG failure information encoded in the MN RAT, and put the necessary information in X2 or Xn message.

Q6-3: Companies are invited to provide their views on above Issue1 and potential solutions.
	Company
	Comment for issue 1/2 and solutions

	Nokia
	Forwarding encoded message from the UE is likely all right, but until we know what message it is and how RAN2 decides to configure it, there is nothing really to discuss.

	Qualcomm
	Acknowledge the issue. MN needs to translate the SCG failure information encoded in the MN RAT format, re-organize the information with the SN RAT format and send it to SN either via an inter-node message or explicit signaling over Xn.

	Samsung
	The issue exists. 
MN needs to translate the SCG failure information encoded in the MN RAT format to explicit IEs over Xn or via inter-node message. We prefer explicit IEs over Xn. In this way, RAN3 can fully decide what information needs to be transmitted to the SN. This will also simplify the SN to decode the inter-node message. 

	Lenovo
	The issue exists, but how to solve it needs further consideration.

	Huawei
	We think inter node RRC message is the best solution. The solution is in RAN2 scope, but we think it would make sense for RAN3 to explain the problem and to ask RAN2 for feasibility and whether CG-ConfigInfo is to be re-used or a new message is needed. 

	Ericsson
	We should first acknowledge the issue. Solutions seems either very impacting for the MN, or under responsibility, or both. This needs further consideration and/or LS to RAN2 detailing the issue (not the solutions).

	ZTE
	The issue exists, but the solution needs further discussion.

	CATT
	We prefer inter-node message, i.e. CG-ConfigInfo. It is the legacy method to send information between MN and SN. A LS to RAN2 is needed.



Moderator summary:
All (8/8) companies acknowledge the issue, but different views on the solution. No consensus on the solution, to be continued.

Issue 2 and potential solutions:
[bookmark: _Hlk116634910][3] also proposes that for EN-DC case, MN cannot decode measResultSCG to obtain SCG measurement result for MRO analysis. To enable MN select the next suitable PSCell and perform MRO analysis, two alternatives are proposed: 
· ALT1: last serving SN takes the responsibility to select the next suitable PSCell and send it to MN in existing SCG Failure Transfer procedure if last serving SN think there is other RAN nodes needs optimization.
· ALT2: last serving SN provide SCG measurement result explicitly to MN after decoding SCG Failure Information Report message. 

Q6-4: Companies are invited to provide their views on above Issue2 and potential solutions.
	Company
	Comment for issue 1/2 and solutions

	Nokia
	In theory, MN my be implemented to understand the measurements… If not, either solution is all right.

	Qualcomm
	MN might have also configured its own measurements, so it need not depend on measResultSCG. This can be upto MN implementation. If enhancement is desired, we can discuss further on Alt 1 and Alt 2.

	Samsung
	MN might have also configured its own measurements, so it need not depend on measResultSCG. 

	Lenovo
	Not sure about the issue, same view as QC and SS that MN may have configured its own measurements, and it does not need to understand measResultSCG.

	Huawei
	As indicated in previous comments above, there are other solutions. We prefer to wait with this enhancement.

	Ericsson
	Can probably be solved via implementation

	CATT
	As discussed in R3-225790, MN own measurement cannot support CSI-RS measurement which is mainly used for mobility scenarios. So we think MN shall be enhanced to solve this issue.



Moderator summary:
Some companies doubt on the issue or think further discussion is needed, some think it may be solved via implementation. No consensus, to be continued.

MRO for inter-system handover for voice fallback
Failure scenarios and types
The potential scenarios for MRO enhancements for inter-system handover for voice fallback are summarized in last meeting [15] as following: 
-	Case 1: after failure (HOF/RLF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, a suitable E-UTRA cell is selected, and the UE tries RRC connection setup procedure for the voice service in the E-UTRA cell.
-	Case 2: after failure (HOF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, none suitable E-UTRAN cell can be selected, the UE reverts back to the configuration of the source PCell and initiates RRC re-establishment procedure in NR.
-	Case 3: an RLF occurs shortly in target E-UTRAN cell after a successful inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, the UE connects to another E-UTRAN cell. (note: it has been categorized to Case 1)
[bookmark: _Hlk116501264]-	Case 4: after a successful inter-system inter-RAT handover from a first NG-RAN node to an E-UTRA node for voice fallback, the UE is handed over back to a second NG-RAN node from the E-UTRA node.
-	Case 5: the UE successfully performs inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, but the handover is about to failure.
Case 1 and Case 2 are agreed for MRO consideration in last RAN3 meeting. For Case 3, it is consensus that it can be categorized to Case 1, thus it would also be considered. 
For Case 4, [7, 16] propose to discuss whether enhancements are needed to avoid unnecessary inter-system ping-pong evaluation, e.g. besides staying time in the UE History Information IE, the HO Cause Value IE in the UE History Information IE can also be considered for inter-system ping-pong evaluation ([16] states current spec does not support this, so there is spec impact). However, [3, 17] state currently HO Cause Value can be used by network to distinguish inter-system voice fallback with inter-system ping-pong, no enhancement is needed.
For Case 5, most companies propose to deprioritize it since SHR for intra-system inter-RAT would be treated first in R18 [3, 6, 12, 16, 17].
Q7-1: Companies are invited to provide their views on Case 4/5 for MRO enhancements for inter-system inter-RAT handover for voice fallback (e.g. whether Case 4 has any spec impacts, whether to deprioritize Case 5)
	Company
	Comments for Case 4/5

	Nokia
	Case 4 is strange: if NR does not support voice, why would LTE hand the UE back to NR?...
Case 5 is very similar to case 2, isn’t it?

	Qualcomm
	Case 4 can be studied further. To Nokia: UE is handed back to LTE once the voice call is over (suppose this was a very short voice call)
Case 5 can wait. To Nokia: Case 5 is successful case, case 2 is failure case.

	Samsung
	We don’t understand Case 4. LTE should not hand the UE back to NR quickly. If the handover is triggered after voice call is over, it is a normal case, not a problem that should be optimized.
Case 5: is it SHR scenario?

	Lenovo
	Case 4 has no spec impact.
Deprioritize Case 5, since it needs to introduce inter-system inter-RAT SHR, but only intra-system inter-RAT SHR would be discussed first.

	Huawei
	Case 4: can be included but the impact is small. This is mainly about making sure ping pong is not triggered. We foresee only st2 impact.
Case 5: can be deprioritised

	Intel
	Case 4: should be a normal HO, we don’t see a problem here.
Case 5: should be discussed in intra-system inter-RAT SHR, no special issue for voice fallback foreseen.

	Ericsson
	Not sure about case 4. Firstly, this is not ping-pong. Also, what is the second NG-RAN node supposed to do with this information (i.e. that HO is triggered after IS voice fallback)?
Case 5 is IS SHR.

	ZTE
	Case 4 has no spec impact.
Case 5 should be deprioritized.

	CATT
	Case 4: it can be distinguished with ping-pong with handover cause value. No spec impact.
Case 5 agree to deprioritized

	CMCC
	For case 4, what’s the issue with the network configuration
For case 5, it is inter-system SHR for voice fallback, deprioritized



Moderator summary:
For case 4, (4/10) companies have doubts on this case, (4/10) companies think case 4 has no spec impact, (1/10) company supports it, (1/10) companies needs further consideration. No consensus, to be continued.
For case 5, (6/10) companies agree to deprioritize Case 5, (3/10) companies state it is inter-system inter-RAT SHR. From moderator point of view, since we have agreed only intra-system inter-RAT SHR would be discussed first, we can deprioritize Case 5.

Proposal 5: Deprioritize Case 5 for MRO enhancements for inter-system inter-RAT handover for voice fallback:
· Case 5: the UE successfully performs inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, but the handover is about to failure.

Besides above Case1-5, redirection for inter-system voice fallback was also discussed in last meeting [15], i.e. the NG-RAN node releases the UE into RRC_IDLE state with some redirected E-UTRA carrier information, the UE performs cell selection, and may find a suitable E-UTRA cell to establish RRC connection or not. 
[16] proposes to consider the redirection case for inter-system voice fallback, considering the redirection failure due to voice fallback would degrade system performance and users experience. [6] proposes it is RAN2 scope to support MRO mechanism for redirection for voice fallback.
However, [7, 17, 18] propose not to consider the redirection case, and [3, 12] propose to deprioritize it, considering that redirect is historically not covered by MRO functionality, redirection case is not included in the R18 SON/MDT WID objective and optimization of redirection case would impact LTE spec. 
Q7-2: Companies are invited to provide their views on whether agree to deprioritize MRO enhancements for redirection for voice fallback.
	[bookmark: _Hlk111384511]Company
	Yes/No 
	Comment

	Nokia
	Yes
	

	Qualcomm
	Yes
	

	Samsung
	Yes
	

	Lenovo
	Yes
	


	
	Huawei
	Depends
	We are fine to pursue this if the solution is considered important by operators.

	Intel
	Yes
	Considering the workload and study time for this WI, we prefer not to consider anything that’s not captured in the WID.

	Ericsson
	Yes
	Release and redirect is historically not covered by MRO functionality and is not included in the SON/MDT WID objectives. Also, this would imply E-UTRA impact.

	ZTE
	Yes
	

	CATT
	Yes 
	

	CMCC
	
	Ok to deprioritized



Moderator summary:
(9/10) companies agree to deprioritize MRO enhancements for redirection for voice fallback, (1/10) company is fine to support redirection case if operators support it.
Proposal 6: Deprioritize MRO enhancements for redirection for voice fallback.

In R16, failure type definition for inter-system handover is captured in TS38.300 as following:
-	Inter-system/ Too Late Handover: an RLF occurs after the UE has stayed in a cell belonging to an NG-RAN node for a long period of time; the UE attempts to re-connect to a cell belonging to an E-UTRAN node.
-	Inter-system/ Too Early Handover: an RLF occurs shortly after a successful handover from a cell belonging to an E-UTRAN node to a target cell belonging to an NG-RAN node; the UE attempts to re-connect to the source cell or to another cell belonging to an E-UTRAN node.
Considering the existing Inter-system/ Too Late Handover or Inter-system/ Too Early Handover as defined in TS38.300 can’t cover the failure case of inter-system inter-RAT HO for voice fallback, some companies [6, 7, 16, 17] propose to introduce failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback in stage 2. 
[6, 16, 17] provide their TPs for stage 2 description in TS38.300, from moderator point of view, how to capture it in stage 2 specification (e.g. have separate failure type definition, or reuse legacy failure type definition for inter-system handover with necessary updates) can be discussed later after we agree to introduce failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback.
[bookmark: _Hlk111210929]Q7-3: Companies are invited to provide their views on whether agree to introduce stage 2 description of failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback in stage 2.
	Company
	Yes/No 
	Comment

	Nokia
	Yes
	For the time being, it is better to make them “FFS”.

	Qualcomm
	Yes
	

	Samsung
	ok
	

	Lenovo
	Yes
	At this meeting, we can agree to have stage 2 description of failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback, and how is FFS.

	Huawei
	Yes
	Depending on the progress in this meeting.

	Intel
	Yes
	

	Ericsson
	Neutral
	Maybe ok if this does not lead to a new failure type in stage-3.

	ZTE
	Yes
	

	CATT
	Yes 
	

	CMCC
	Yes
	



Moderator summary:
(9/10) companies agree to introduce stage 2 description of failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback, (1/10) company is fine if it does not lead to a new failure type in stage-3.

[bookmark: _Hlk116572895]Proposal 7: Introduce stage 2 descriptions of failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback. The detailed descriptions are FFS.

Enhancements of RLF report
Last RAN3 meeting has agreed that:
WA: The RLF Report needs to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback. FFS on whether an explicit or implicit method is needed or not.
In addition, in RAN2 #119-e, the following was agreed:
RAN2 to include an indication regarding voice fallback in the RLF report.
	FFS: implicit or explicit flag and other details.

[3, 7, 17, 18] propose to include an explicit indication in RLF Report concerning that the last failed inter-system inter-RAT HO was triggered due to voice fallback.
[12] proposes that RLF Report indicates (implicitly or explicitly) that the last failed inter-system inter-RAT HO was triggered due to voice fallback.
[16] proposes to wait for RAN2’s decision on whether an explicit or implicit method is needed to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback.
From moderator point of view, at this meeting we can turn the WA into an agreement, and wait for RAN2 progress on whether an explicit or implicit method is needed or not, since it is mainly a RAN2 issue and RAN2 would discuss it based on RAN2#119-e meeting’s agreement.
Q8-1: Companies are invited to provide their views on whether agree to turn the WA into an agreement: The RLF Report needs to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback into, and wait for RAN2 progress on whether an explicit or implicit method is needed or not.
	Company
	Yes/No 
	Comment

	Nokia
	?
	It would be better to ask RAN2 to add the Mobility Information, which will enable the source to include any kind of HO identification.

	Qualcomm
	Yes (should be explicit indicator)
	Don’t understand Nokia’s proposal to add MobilityInfomation in Uu. Historically, we have only used this over Xn to identify the UE context. This is too much of overhead over Uu and not needed; a simple flag should suffice.

	Samsung
	
	Whether it is explicit or implicit should be decided by RAN2.

	Lenovo
	See comments
	After further check, on Tuesday’s RAN2#119bis-e meeting, RAN2 has agreed “an explicit indication is included in RLF-report when mobility from NR fails and the corresponding MobilityFromNRCommand includes voiceFallbackIndication”, so moderator would like to suggest that RAN3 do not discuss this question any more to avoid redundant work.

	Huawei
	Yes
	RAN2 has agreed to introduce this.

	Intel
	Yes
	RAN2 already agreed to include an indication regarding voice fallback in the RLF report in last meeting.

	Ericsson
	Yes
	RAN3 should be aligned with RAN2. Implicit vs explicit is not a RAN3 discussion

	ZTE
	Yes
	Agree with the moderator.

	CATT
	Yes 
	Wait for RAN2 progress on whether an explicit or implicit method

	CMCC
	Yes
	RAN2 has made progress and agree with the moderator



Moderator summary:
Since on Tuesday’s RAN2#119bis-e meeting, RAN2 has agreed “an explicit indication is included in RLF-report when mobility from NR fails and the corresponding MobilityFromNRCommand includes voiceFallbackIndication”, from RAN3 point of view, to align with RAN2, moderator would turn the WA into an agreement: The RLF Report needs to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback.

Proposal 8: Turn the WA into an agreement: The RLF Report needs to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback.

Additionally, [7, 17] propose the RLF report may implicitly indicate whether there was a suitable E-UTRA cell after inter-system inter-RAT handover for voice fallback failure, e.g. via the reconnectCellID or reestablishCellID. [16] proposes to wait for RAN2 to decide whether the presence of the NR reestablishment cell information can implicitly indicate there was no suitable E-UTRA cell post voice fallback handover failure. [12] proposes that RLF Report indicates (implicitly or explicitly) that no suitable E-UTRAN cell is found after failure of inter-system inter-RAT handover triggered due to voice fallback.
From moderator point of view, RAN3 can wait for RAN2 progress on whether an explicit or implicit method is needed or not to indicate whether there was a suitable E-UTRA cell after failure of inter-system inter-RAT handover for voice fallback, since it is in the scope of RAN2.
Q8-2: Companies are invited to provide their views on whether agree to wait for RAN2 progress on whether an explicit or implicit method is needed to indicate whether there was a suitable E-UTRA cell after failure of inter-system inter-RAT handover for voice fallback.
	Company
	Yes/No 
	Comment

	Nokia
	Neutral
	

	Qualcomm
	Implicit flag is sufficient
	In case there was a suitable E-UTRA cell post voice fallback failure, UE attempts a new RRC connection (hence includes reconnectCellID in the RLF Report) else it would include perform RRC establishment (hence includes reestablishCellID in the RLF Report)
The existing cell identifiers in RLF Report can implicitly indicate whether there was a suitable E-UTRA cell post voice fallback failure and an explicit indicator is therefore not needed

	Samsung
	Implicit
	Agree with QC.

	Lenovo
	See comments
	After further check, on Tuesday’s RAN2#119bis-e meeting, RAN2 has agreed “reestablishmentCellID is included in RLF-report when reestablishment procedure is initiated due to mobility From NR failure”, so moderator would like to suggest that RAN3 do not discuss this question any more to avoid redundant work.

	Huawei
	Implicit
	RAN2 has agreed to re-use the reestablishCellID as an implicit indicator

	Ericsson
	Yes
	Information in RRC is up to RAN2

	ZTE
	
	Agree with the moderator.

	CATT
	Yes 
	Implicit

	CMCC
	Yes
	RAN2 has made progress and agree with the moderator



Moderator summary:
Since on Tuesday’s RAN2#119bis-e meeting, RAN2 has agreed “reestablishmentCellID is included in RLF-report when reestablishment procedure is initiated due to mobility From NR failure”, which means that RAN2 has agreed an implicit way is used i.e. cell id in RLF Report can implicitly indicate whether there was a suitable E-UTRA cell post voice fallback failure. From RAN3 point of view, we do not need to discuss this question any more to avoid redundant work.

[bookmark: _Hlk79848888]Network interface to deliver RLF report
Companies also discuss deliver of RLF report for voice fallback at network side, e.g. whether to reuse FAILURE INDICATION message over Xn interface, or the UPLINK/DOWNLINK RAN CONFIGURATION TRANSFER messages over NG interface [6, 7, 16, 17], the RAT of RLF report and how to transfer the RLF report [3], and whether to introduce inter-system voice fallback as a failure type in handover report type in Xn/NG [3].
Due to restrictions on Question Number for each CB, moderator would like to suggest discussing it later after the scenarios for MRO enhancements for inter-system handover for voice fallback have been clarified.
Conclusion, Recommendations [if needed]
If needed.
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