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 Introduction

This paper aims to discuss the design issues in network interfaces of NR MBS in Rel-17, 

session management on whether to allocate resources for an inactive multicast session,
how resource in RAN is managed and reflected in the network interfaces 
Related CRs are provided in separate documents.
 Discussion

 issue - principle to follow on inactive multicast session
For multicast, there are two defined states, i.e., active states, and inactive states defined in 23.247:
- Active state: Multicast MBS session is established and MBS data can be transmitted to the UEs that have joined th Multicast MBS session. Radio resources for the Multicast MBS session are established. To receive multicast MBS session data, UEs that joined the Multicast MBS session shall be in CM-CONNECTED state for receiving data of the Multicast MBS session. UEs are allowed to join the Multicast MBS session (subject to authorization check). 5GC resources and radio resources for the Multicast MBS session are reserved for UEs that joined the Multicast MBS session.

- Inactive state: Multicast MBS session is established but no MBS data is transmitted to the UEs that have joined the Multicast MBS session. Radio resources for the Multicast MBS session are released, and the UEs that joined the Multicast MBS session may be in CM-CONNECTED or CM-IDLE state. UEs are allowed to join the Multicast MBS session (subject to authorization check).

Also based on SA2's design that for an inactive session, the NG-U tunnel shall be kept as long as there are at least one UE that is in RRC_CONNECTED state during session deactivation.
23247/7.2.2.4
Release of shared delivery toward RAN node

NOTE:
When the multicast MBS session is inactive, the shared delivery is not released if there is at least one UE is in RRC-CONNECTED state for this multicast MBS session.
Based on the info provided by SA2, we can see that:

Radio resources for the Multicast MBS session are released for inactive multicast session.
UEs that joined the Multicast MBS session may be in CM-CONNECTED or CM-IDLE state for inactive multicast session.
For UE that had joined a multicast session that turns to inactive state, UE can be released to RRC_IDLE. It means such session state transitioning can be a larger time scale than UE's RRC state transitioning. The Uu configuration of the multicast session might be re-configured to reflect the radio resource at the moment. 

Therefore it is anticipated that all information allocated for one UE shall be released together with the radio resources for the Multicast MBS session. Accordingly, the MRB configuration as part of the radio resources shall be released too. 
All Multicast context at DU is released for inactive Multicast MBS session.
For an inactive multicast session, the allocated MRB and associated configuration shall be released.
 issue - NGAP in case of an inactive session
A holistic view about what is happening in the interfaces is provided. This flow chart is basically following the current version of 38.401 (section 8.15.1.2
Multicast MBS Session Context Establishment) to really understand what is happening for RAN to allocate the resources inside RAN, i.e., how RAN itself is allocating the resource following 5GC's command (or session management signaling), take the session status into consideration in Fig 1.
Note that this flowchart matches the Figure 7.2.1.3-1: PDU Session modification for UE joining Multicast MBS session in 23.247, that admission control in RAN needs to be taken before RAN echoes the PDU session establishment or modification requirement.
There are some outstanding characteristics that are worth RAN3's attention in the signaling design. Different from the session management of one PDU session, for multicast session, 

the session state that is visible to RAN, and for a session state is inactive, the radio resources are released however the NG-U tunnel is kept if there is one associated UE still in RRC_CONNECTED.

it is RAN to trigger the distribution setup to associate itself with the MB-SMF. Later session update can be triggered by MB-SMF to RAN node, other procedure includes session activation and deactivation.
With the above difference in design of multicast session compared to PDU session in mind, we have observed in current design that RAN interface inside RAN node behaviour for an inactive multicast session is not clearly defined. If we follow current design flow chart, we will find that RAN allocate the resources even it is not needed, e.g, if the session is not even in active state. 

RAN allocate the resources even it is not needed, e.g, if the session is not in active state.

In current signaling flow, RAN carries out admission control for the PDU session establishment for the UE join in of one multicast session.
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Fig 1. RAN internal behaviour taking session status into consideration, based on existing message flow, which is flawed
Is this even the 5GC's intention? The answer probably is no. 

It was already agreed that in SA2 and also in last RAN3 meeting that for an MBS supporting node, it won't allocate resources for the MBS QoS flows in the associated PDU sessions. Therefore, there is no need to carry out any admission control for the PDU session signaling, for multicast flows.
In previous discussion, RAN3 agreed that admission control happens after the session is activated which is also the common understanding that RAN shall not allocate resources for an inactive session (except that NG-U might be kept during session deactivation).
The key here is that SA2 suggests that the UE is able to join the multicast session in whichever state, active or inactive (it is not about RAN resource, but only about authorization inside 5GC). Assume UE is not able to join for the moment, how can UE get notified about the radio resource is available and initiate another join in process? Instead, such UE join in info shall be part of the UE context there and whenever RAN is able to do so, RAN initiate the distribution setup. This fits into the best decoupling principle (between NAS and AS) that we have been following since the first release of 5G.
The PDU session join info is about to notify RAN node about UE's join, i.e., gNB won't allocate resources for the multicast QoS flows in the associated PDU sessions.

UE is able and allowed to join the multicast session in whichever state, active or inactive, and the UE join is a decision based on 5GC authorization but not RAN resources.

As we have mentioned before, the 5GC defined session activation and deactivation can be in a longer time scale (longer enough to allow UE to be released to RRC_IDLE), such that we doubt whether the allocated resource or configuration will still be justified when the session is activated. Therefore such config will have to be released or modified for both UP and DU when the session is activated by 5GC. The allocated RAN resources at DU and UP might not be justified when session is activated, and might have to be modified again, which result in more signaling overhead issue.

While gNB might not be aware of the session state if the session is inactive. If so, RAN might allocate the resources and then found out it unnecessary as in Fig 1. RAN might need to release the configuration and the corresponding resources afterwords, which resulted in unnecessary overhead. 

gNB might have to release the configuration and resource allocated at UP and DU when it finds out the session is inactive, and reallocate RAN resources later when the session becomes active.

Therefore, we can make a bolder assumption that the admission control or the resource coordination among gNB-CU-CP, gNB-CU-UP, and gNB-DU, is simply not needed upon the PDU session modification for UE join. Instead, the resource allocation shall only be applied upon when gNB is aware of the session state. 
gNB shall not take admission control upon the PDU session modification procedure for UE join if the session state of multicast is still unknown.
Based on the above proposal, UE join shall be an separate step about resource allocation:

gNB can always confirm UE's join about the PDU session modification which is not about resource allocation as agreed that QoS flow of MBS in the PDU session will not be allocated resources.
only when the session is activated gNB considers resource allocation for multicast session

A modified procedure is like below:

Agree with the following modification to 38.401 as in R3-225851, to allow gNB confirm UE's join (i.e., PDU session modification or establishment) without admission control.
There is one issue though, in case RAN only start allocating the resource after the NG-U distribution setup procedure, provision of the NG-U DL tunnel info (unicast type) to MB-SMF has to be done afterwards, e.g., in later Distribution setup modification procedure. This requirement also echos the need to allow RAN network flexibly [R3-225852] modify RAN side terminations
Add one distribution setup modify to allow changing the RAN side termination info.
 Conclusion

We suggest the following actions to be taken at this RAN3 meeting:

Proposal 1
All Multicast context at DU is released for inactive Multicast MBS session.

Proposal 2
For an inactive multicast session, the allocated MRB and associated configuration shall be released.

Proposal 3
gNB shall not take admission control upon the PDU session modification procedure for UE join if the session state of multicast is still unknown.

Proposal 4
Agree with the following modification to 38.401 as in R3-225851, to allow gNB confirm UE's join (i.e., PDU session modification or establishment) without admission control.

Proposal 5
Add one distribution setup modify to allow changing the RAN side termination info.


1/8


