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1. Introduction
In last RAN3#117e meeting, the support of energy saving (ES) using AI&ML was discussed and the following agreements were reached [1]. 
RAN3 focus on the cell-level energy saving strategy as a start point, to avoid overlapped discussion for network energy saving SI.
Predicted resource status information of neighbouring NG-RAN node(s) generated by the current NG-RAN node is internally used, and no standard impacts.
Regarding AI/ML based Energy Saving, the following information should be specified as a start point on the basis of TR37.817:
· Predicted resource status information over Xn
· Current/Predicted Energy Efficiency over Xn, FFS on the calculation of Energy Efficiency
· UE performance (e.g, UL/DL throughput, packet delay, packet loss)
Current Energy Efficiency metric can be exchanged between RAN nodes for the energy saving use case.
FFS what the exact node behaviour at reception of the Energy Efficiency metric will be.
Energy Efficiency constitutes a metric that reflects the energy consumption of a cell or a node. It is FFS what the granularity and exact coding of this metric is.
FFS on how is energy efficiency represented in the Xn message.
In this paper, we discuss the left issues on Energy Efficiency (EE).
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2.1 Use of predicted EE
As is summarized in [2], companies reached the common understanding that the current EE from neighbours is useful for making ES decisions, but it is not clear whether the predicted EE from neighbours is also useful. Below we analyse the benefit of the predicted EE.
In fact, the predicted EE has the following two types:
· Type 1: the predicted EE is made without considering the possible ES actions (e.g. cell deactivation and handover of UEs) that may be taken by neighbours. For example, in Fig. 1, when predicting EE, node B does not consider (or say it does not know) which action node A will take in the future. Such type of predicted EE can reflect the trend how the EE will change in node B, which may help node A make decisions from a long-term perspective. For example, if the current EE of node B is high while the predicted EE (for e.g. 5min later) of node B is low, node A may decide not to switch off its cells and offload the UEs to node B, to avoid the high energy consumption in the future and the possible ping-pong cell switching on/off.
· Type 2: the predicted EE is made by assuming some specific ES actions are taken by neighbours. For example, in Fig. 2, node A may take two possible ES actions:                                   													1) switch-off the cell and offload all UEs to node B (with average throughput of X bits/s), and    				2) switch-off the cell and offload no UEs to node B (may offload UEs to other nodes).                     	       Node B can make predictions of EE for each of these two cases and send the predictions to node A. Such type of predictions can provide explicit knowledge on how the EE will change after some specific ES actions are taken, which is much helpful for node A to choose a proper ES action. 
Based on the above analysis, both of the two types of predicted EE are useful for making ES decisions, and seems that Type-2 prediction is more accurate. To support Type-2 prediction, the possible ES actions need be indicated over Xn (as shown in the first step in Fig. 2), and how to define/encode the possible ES actions needs to be studied.  
Observation 1: The predicted EE has two types: Type-1 predicted EE is made without considering the possible ES actions that may be taken by neighbours, and Type-2 predicted EE is made by assuming some specific ES actions are taken by neighbours. Both of the two types of prediction from neighbours are useful for making ES decisions.
Proposal 1: RAN3 to discuss if local ES actions need to be indicated to neighbour nodes; if needed, to further select between the two types of predicted EE. If Type-2 EE prediction were agreed, how to define the possible ES actions needs to be studied. 
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Fig. 1. Type-1 predicted EE                                                     Fig. 2. Type-2 predicted EE   
2.2 Definition of EE
In last RAN3#117e meeting, it was identified that the definition of EE in TS 28.554 (as follows) can be regarded as a baseline for EE used for ES [2], but the granularity and encoding of EE remain open. 
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a)	EEMN,DV.
b)	A KPI that shows mobile network data energy efficiency in operational NG-RAN. Data Volume (DV) divided by Energy Consumption (EC) of the considered network elements. The unit of this KPI is bit/J.
c)	EEMN,DV
 - for non-split gNBs;
 - for split-gNBs;




(1) Granularity of EE
The candidate granularities include per cell and per node. In most implementation scenarios, multiple cells share (part of or all elements of) the same node, e.g. a 3-sector (3-cell) gNB where the three cells share the same BBU. In such cases, on one hand, the metric “EE per cell” is more proper since the ES strategies are mainly performed on cell level; on the other hand, the metric “EE per cell” may not be easy to measure since the energy consumption of each cell cannot be exactly measured/derived since per cell calculation requires per UE statistic of PDCP or DRB in each cell. In our understanding, however, the metric “EE per cell” should be more proper, since ES actions could be per cell.
Proposal 2: EE per cell is used in the ES use case. 
 (2) Encoding of EE
There are three options for representing the EE over Xn:
Option 1, EE is represented as the absolute value in unit of Mbit/J. For example, EE is encoded as INTEGER (0.. 50, ...), where value n indicates n Mbit/J and value 50 indicates 50 Mbit/J and above. 
Option 2, EE is represented as the relative value in “unit” of %. For example, EE is encoded as INTEGER (0.. 100, ...), where value n indicates n% relative to the maximum EE. The maximum EE can be specified in one of the following ways: 
· Define the maximum EE as a given value, e.g. 50 Mbit/J; or
· Define the ways to calculate the maximum EE, e.g. the maximum EE is calculated as the average value of the top 10% EEs measured in the past ten days; or 
· Left to implementation, i.e. the vendors/operators to decide the value of the maximum EE.
Option 3, EE is represented as several levels, e.g. ENUMERATED (low, medium, high, …). The meaning of “low” /“medium”/“high” can be specified in one of the following ways: 
· Define as ranges of absolute values, e.g. “low”/“medium”/“high” respectively represent EE<=X, X<EE<=Y, EE>Y, where X and Y are in unit of Mbit/J.
· Define as ranges of relative values, e.g. “low”/“medium”/“high” respectively represent EE<=X%, X%<EE <=Y%, EE>Y%. 
· Left to implementation, i.e. the vendors/operators to decide the meanings of “low” /“medium”/“high”.
Among the above three options, the last one is slightly preferred since the EE may be measured/estimated imprecisely (as discussed in (1) Granularity of EE) and the explicit values in options 1 and 2 are not necessary.
Proposal 3: RAN3 to study and agree on one of the options of EE encoding.
2.3 Other Aspects
Since it was agreed to introduce a new non-UE associated message to transfer AI/ML related information over Xn in last meeting, it is a straight forward question that whether there is a need to introduce such a new non-UE associated message to transfer AI/ML related information over F1, then the question further comes down to what kind of AI/ML related information needs to be transmitted over F1.
Here we should note that there will be no trained model located inside F1, this means all the AI/ML related info, e.g. predicted info, if sent to gNB-DU, will not play a direct role but just as referred info to the gNB-DU. In our understanding, gNB-DU could refer to such info, e.g. EE info or predicted EE info, to further adjust its resource usage. For example, the gNB-DU may use it for adjusting the objective of scheduling. If both the current and predicted EE is high, the scheduler may would like to maximize the spectrum efficiency (SE) to improve the network throughput without increasing the energy consumption remarkably; on the other hand, if the current EE is high while the predicted EE is low, the scheduler may tend to maximize the EE to balance network performance and energy consumption.
In addition, the ES actions should also be sent to gNB-DU, since gNB-DU should be the final entity to execute the actions.
If AI/ML related info need to be transferred over F1, similarly, we think it should be cleaner to introduce a new non-UE associated message to transfer such info.
Observation 2: There will be no trained model located inside gNB-DU, all the AI/ML related info, if sent to gNB-DU, will not play a direct role but just as reference info to the gNB-DU.
Proposal 4: RAN3 to discuss and agree to transfer AI/ML related info from gNB-CU to gNB-DU over F1, e.g. EE info, predicted EE info and ES actions
Proposal 4bis: If AI/ML related info need to be transferred over F1, RAN3 agree to introduce a new non-UE associated message to transfer such info.
Corresponding CR to 38.473 could be referred to [3].
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Based on the discussion in this paper, we reach the following observations and proposals.
[bookmark: _Toc423020280]Observation 1: The predicted EE has two types: Type-1 predicted EE is made without considering the possible ES actions that may be taken by neighbours, and Type-2 predicted EE is made by assuming some specific ES actions are taken by neighbours. Both of the two types of prediction from neighbours are useful for making ES decisions.
Observation 2: There will be no trained model located inside gNB-DU, all the AI/ML related info, if sent to gNB-DU, will not play a direct role but just as reference info to the gNB-DU.
Proposal 1: RAN3 to discuss if local ES actions need to be indicated to neighbour nodes; if needed, to further select between the two types of predicted EE. If Type-2 EE prediction were agreed, how to define the possible ES actions needs to be studied. 
Proposal 2: EE per cell is used in the ES use case. 
Proposal 3: RAN3 to study and agree on one of the options of EE encoding.
Proposal 4: RAN3 to discuss and agree to transfer AI/ML related info from gNB-CU to gNB-DU over F1, e.g. EE info, predicted EE info and ES actions
Proposal 4bis: If AI/ML related info need to be transferred over F1, RAN3 agree to introduce a new non-UE associated message to transfer such info.
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