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1. Introduction
This discussion paper contain two parts (albeit overlapping): Answering some questions raised by SA2 in [1] and analysis on RAN3 spec impacts of such feature.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Questions raised by SA2
SA2 asked 7 questions in [1], with the former 6 questions focusing on the feature multicast over RRC INACTIVE. Here we will analyse them one by one.
	Q1: SA2 would also like to understand:
a) If there are significant differences in the quality and reliability of the reception of MBS data between UEs in RRC Connected state and UEs in RRC Inactive state
b) If it is possible, as part of the same MBS session, to have some UEs receiving in RRC Connected state, while other UEs receiving in RRC Inactive state
c) If the answer to b) is yes, will a UE incur MBS data loss while transitioning (under NG-RAN control) between RRC Connected state and RRC Inactive state in the middle of MBS data session? If yes, how long can the reception outage be?
d) Whether the existing QoS parameters of MBS QoS Flow(s) are enough or some additional parameter is needed for NG-RAN to differentiate different MBS session and UE, which can be used by NG-RAN to decide how to deliver the MBS data.

Q2: SA2 would like to receive feedback on the value of such assistance information from RAN perspective?


Bullet a), b) and c) of Q1 should mostly be decided by RAN2 and thus we do not want to discuss them here. We should focus on Bullet d) of Q1 and Q2 as well.
Generally speaking we think the existing QoS profile is quite useful in determining whether the mode MC over INACTIVE should be used, but some additional information can still be helpful. Following is an example:
· Scenario: QoS flows of an MC session changes over time. At some point time the session includes only QoS flows with low QoS requirement, but later some QoS flows with high QoS requirement are added.
· Rel-17 MBS system can handle such case quite well: The core network sends the updated MBS session profile toward the NG-RAN, and then the NG-RAN establishes some new MRBs to carry the new QoS flows.
· But Rel-18 MBS system, if unaware of such possibility a priori, may handle such case ill: the NG-RAN may move some UEs into RRC INACTIVE state since there is no QoS flows with high QoS requirement, and when the flows with high QoS requirement are added, the NG-RAN have to page these UEs to move them back toward RRC CONNECTED state. Such procedure ordinarily causes some delay, especially when the INACTIVE UEs are camping in cells served by a RAN node other than the anchor node.
In such case we can see introducing some discriminator into NGAP can be helpful. Considering such discriminator doesn’t consume much, we are generally positive to such enhancement.
Proposal 1: The core network may provide some assistance information toward the NG-RAN to help deciding whether to use the feature of multicast over RRC INACTIVE. Such assistance information may include at least an indicator whether such mode is allowed.
	Q3: SA2 would like to ask if the UE radio capability provided directly from UE to NG-RAN will contain the information whether the UE supports Rel-18 MBS capability to receive multicast data in RRC_INACTIVE state?


This question should be answered by RAN2.
	Q4: SA2 would like to clarify with RAN WGs whether the assumption that IDLE UE will need to transition to connected state to start receiving the MBS data and CN initiated group paging (as defined in Rel-17) is thus still required for such UEs? 
Q5: When MBS Session is activated and MBS data allowed to be received in RRC_INACTIVE state, is it possible that the RRC_INACTIVE UE receives MBS data without going back to RRC connected state? If possible, when the MBS session is being activated, how is the RRC_INACTIVE UE notified? 
For group paging initiated for IDLE UEs, does RRC_INACTIVE UE respond to such paging?


These questions should be answered by RAN2 as well.
	Regarding the mobility within the RAN Notification Area (RNA), SA2 assumes the UE in RRC Inactive state should be able to continue receiving DL multicast MBS data within its RNA and the solution will be determined by RAN WGs as RRC_INACTIVE mobility is under the remit of RAN WGs.
Q6: SA2 would like to confirm with RAN WGs the above assumption.


We are not sure whether this question should be answered by RAN2 or RAN3. Maybe it can be discussed in both WGs.
Our understanding is that, this may ordinarily be true since it is useless to configure a cell which is not transmitting MBS data into the RNA. However, it may not be guaranteed (depending on detail solution we select) since the situation of what cell transmitting what service may change over time, e.g.:
Case 1: A cell is initially transmitting an MC session, but later turns it off. The network may configure a UE with an RNA including this cell while the cell is transmitting the MC session. When the cell turns off the transmission, it is not worthy to page the UE back to RRC_CONNECTED state just to remove this single cell from its RNA.
Case 2: A cell is not transmitting the MC session, but is capable to do so. The network may still configure a bunch of UE with RNAs including this cell. When one UE with such RNA moves into this cell, it will perform RRC connection resumption procedure with this cell, and then this cell will turn on the transmission. When another UE with such RNA moves into this cell, it will find that this cell is already transmitting the MC session so it can stay within RRC INACTIVE.
In addition, the RNA of a UE, if configured like Rel-15, may extend beyond the last serving cell’s neighbour cell list, in which case the anchor node may be unaware of whether a cell within the RNA is transmitting or not. In such case the anchor node cannot guarantee every cell within the RNA is transmitting the MC session either.
Observation 1: It is hard to guarantee that every cell within the RNA is always transmitting the MC data. Making it mandatory will hinder the dynamicity of radio resource allocation.
Proposal 2: It may ordinarily be true, depending on the detail solution adopted in RAN, that the UE in RRC INACTIVE state is able to continue receiving DL multicast data within its RNA, but RAN3 does not see it as a requirement which should be satisfied.
2.2. Analysis on RAN3 impact
The following topic is discussing in RAN2:
	For PTM configuration delivery, RAN2 further investigates the following solutions:
Option 1: Dedicated signalling
Option 2: Solution based on SIB+MCCH
We do not preclude some “mix” of the options


As acknowledged in last RAN3 meeting, many RAN3 impacts depend on which solution is selected by RAN2. For convenience we think the RAN3 impacts can be categorised into two types: the ones not depending on this RAN2 issue, and the impacts depending on this RAN2 issue.
Impact that does not depend on RAN2
The major RAN3 impact which does not depend as we figured out is the scenario of split gNB architecture.
In the Rel-17 MBS WI we discussed the feature of “dynamic PTP/PTM switch”: that is to say, the gNB may dynamically deactivate the PTM leg and rely on the PTP leg to deliver multicast packets for an MRB, for the case that the MRB is configured as a “split MRB”. RAN2 ever discussed whether the network should indicate the activation/deactivation of PTM leg but the agreement was never.
And in RAN3 we discussed “dynamic PTP/PTM switch” in split gNBs as well and agreed that gNB-DUs are fully responsible for such switch (and no need for any indication toward gNB-CUs). That is to say, a gNB-DU may activate or deactivate the PTM leg by itself as of current specs.
Observation 2: A gNB-DU may activate or deactivate the PTM leg by itself according to current specs.
In Rel-18 we wish supporting multicast over RRC INACTIVE. RRC INACTIVE state was introduced in Rel-15 and RAN3 agreed that the gNB-DU does not store any UE context if the UE is in RRC INACTIVE state (for signalling flow please see in Section 8.6 of TS 38.401). We think this should be followed in Rel-18.
Proposal 3: Confirm that the gNB-DU does not store any UE context if the UE is in RRC INACIVE even it is receiving multicast packets simultaneously (i.e. multicast over RRC INACTIVE).
This leads to a problem: the gNB-DU may deactivate the PTM leg while there is a UE camping in its served cell and receiving multicast packets through the PTM leg, because the gNB-DU is unaware that there is such a UE. We propose RAN3 discussing this problem.
Proposal 4: Discuss the problem that the gNB-DU may deactivate the PTM leg while there is a UE camping in its served cell and receiving multicast packets through the PTM leg, because the gNB-DU is unaware that there is such a UE.
Impact that depends on RAN2
For impacts depending on RAN2 selection, the most significant one is on the “Option-1-only” solution. “Option-1-only” solution means that the only way for a UE to get the PTM configuration is through the dedicated signalling. As the result, the RRCRelease message has to contain the PTM configuration of every cell within the RNA.
This can be realised either by making all cells within the RNA use the same PTM configuration, or by delivering a list of PTM configurations covering every cell within the RNA.
Both approaches have significant drawback from RAN3 perspective, partly acknowledged by some companies in last RAN3 meeting:
· The former approach hinders the flexibility of radio resource allocation, may not be applicable if the RNA contains heterogeneous cells (e.g. some are FR1 cells and some are FR2 cells) and may introduce unnecessary inter-node coordination signalling.
· The latter approach either makes that whenever a gNB releases a UE into RRC INACTIVE it has to contact with every cell within the RNA to fetch the PTM configurations, or makes that whenever a gNB updates the PTM configuration of its served cell it has to notify every neighbour gNB so that the neighbour gNBs are kept aware of the current PTM configuration and thus capable to generate the correct RRCRelease message. That is a huge load on RAN3 interfaces.
In addition, whenever the PTM configuration is updated for even one single cell within the RNA, the network has to page the UE back toward RRC CONNECTED state. This will increase the load both on the Uu and on RAN3 interfaces.
On the contrary, there can be virtually no impact on RAN3 if Option 2 is allowed by RAN2, which is similar to the existing mechanism for broadcast. The only inevitable change is copying some IEs from BC-associated messages into MC-associated messages.
Observation 3: There are a lot of impacts and drawbacks in RAN3 for the solution that only dedicated signalling can carry PTM configuration. On the contrary, there can be virtually no impact on RAN3 if MCCH can be used to carry PTM configuration, except copying some IEs from BC-associated messages into MC-associated messages.
Proposal 5: Send an LS toward RAN2 to inform the observed impacts and drawbacks of the solution that only dedicated signalling can carry PTM configuration.
3. Conclusion
Proposal 1: The core network may provide some assistance information toward the NG-RAN to help deciding whether to use the feature of multicast over RRC INACTIVE. Such assistance information may include at least an indicator whether such mode is allowed.
Observation 1: It is hard to guarantee that every cell within the RNA is always transmitting the MC data. Making it mandatory will hinder the dynamicity of radio resource allocation.
Proposal 2: It may ordinarily be true, depending on the detail solution adopted in RAN, that the UE in RRC INACTIVE state is able to continue receiving DL multicast data within its RNA, but RAN3 does not see it as a requirement which should be satisfied.
Observation 2: A gNB-DU may activate or deactivate the PTM leg by itself according to current specs.
Proposal 3: Confirm that the gNB-DU does not store any UE context if the UE is in RRC INACIVE even it is receiving multicast packets simultaneously (i.e. multicast over RRC INACTIVE).
Proposal 4: Discuss the problem that the gNB-DU may deactivate the PTM leg while there is a UE camping in its served cell and receiving multicast packets through the PTM leg, because the gNB-DU is unaware that there is such a UE.
Observation 3: There are a lot of impacts and drawbacks in RAN3 for the solution that only dedicated signalling can carry PTM configuration. On the contrary, there can be virtually no impact on RAN3 if MCCH can be used to carry PTM configuration.
Proposal 5: Send an LS toward RAN2 to inform the observed impacts and drawbacks of the solution that only dedicated signalling can carry PTM configuration.
The LS toward RAN2 is provided in the annex, whereas the reply LS toward SA2 is provided in [2].
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1. Overall Description:
RAN3 noticed that RAN2 is currently discussing how to deliver the PTM configuration for multicast over RRC INACTIVE, and work out with two separate options (although mix of the two options is not precluded):
Option 1: Dedicated signalling
Option 2: Solution based on SIB+MCCH
RAN3 observed that only supporting Option 1 will bring a lot of impact on RAN3 specs and/or drawbacks in performance, e.g.:
· Making a continuous area of cells using the same PTM configuration hinders the flexibility of radio resource allocation. This is especially true since such PTM configuration almost have to be configured by the OAM as it is quite hard to coordinate among a group of gNBs without involving the OAM. This may not even be possible if heterogeneous deployment is used.
· Including a list of PTM configurations each for one cell within the RNA either makes that whenever a gNB releases a UE into RRC INACTIVE it has to contact with every cell within the RNA to fetch the PTM configurations, or makes that whenever a gNB updates the PTM configuration of its served cell it has to notify every neighbour gNB so that the neighbour gNBs are kept aware of the current PTM configuration and thus capable to generate the correct RRCRelease message. That is a huge load on RAN3 interfaces.
In addition, whenever the PTM configuration is updated for even one single cell within the RNA, the network has to page the UE back toward RRC CONNECTED state. This will increase the load on RAN3 interfaces as well.
On the contrary, there is little impact on RAN3 specs if Option 2 is supported. The only observed inevitable change is to align the multicast-related messages on F1AP with broadcast-related messages so that the PTM configuration for multicast can be sent over MCCH as well.

2. Actions:

To RAN2:
ACTION: RAN3 respectfully asks RAN2 to take the above feedback into account, and provide feedbacks if any.

3. Date of Next TSG-RAN3 Meetings:
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TSG-RAN3 Meeting #119	27th February – 3rd March 2023	Athens, Greece
[bookmark: _GoBack]


3
[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: _Hlk493690069][bookmark: _Hlk493690070]R3-225725
