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Introduction

In RAN3#117-e meeting, the MRO enhancement for Rel-18 has been discussed, and some agreements have been reached as below.

	MRO for CPC and CPA:

MRO for CPC and CPA based on the R17 NR-DC MRO solution

MRO for the fast MCG recovery: 
SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure) 
the signalling delay is longer than the time the UE waits for the response (T316 expired); 

other problems are not precluded if legacy MRO mechanism cannot cope with it.

MRO for inter-system handover for voice fallback: 
Consider Case 1-2 for MRO enhancements for inter-system inter-RAT handover for voice fallback:
-
Case 1: after failure (HOF/RLF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, a suitable E-UTRA cell is selected, and the UE tries RRC connection setup procedure for the voice service in the E-UTRA cell.

-
Case 2: after failure (HOF) of inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, none suitable E-UTRAN cell can be selected, the UE reverts back to the configuration of the source PCell and initiates RRC re-establishment procedure in NR.

WA: The RLF Report needs to indicate that the last failed inter-system inter-RAT HO was triggered due to voice fallback. FFS on whether an explicit or implicit method is needed or not.

MRO for MR-DC SCG failure:

Support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios.
Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.

Take Stage 2 descriptions of PSCell change failure in TS38.300 as baseline for NE-DC SCG failure, and necessary updates can be added on top of it if needed.

Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for NGEN-DC SCG failure, and necessary updates can be added on top of it if needed.

Take Stage 2 descriptions of PSCell change failure in TS37.340 as baseline for EN-DC SCG failure, and necessary updates can be added on top of it if needed.
MRO for the fast MCG recovery: 

SCG fails or is deactivated when the UE attempts MCG recovery (i.e. a SCG failure/deactivation while T316 is running after MCG failure) 

the signalling delay is longer than the time the UE waits for the response (T316 expired); 

other problem are not precluded if legacy MRO mechanism cannot cope with it.


In this contribution, we provide the further discussion on the MRO enhancements in Rel-18, including the CPAC, fast MCG recovery, inter-system handover for voice fallback and MR-DC SCG failure.
Discussion
MRO for inter-system handover voice fallback
In last meeting, some open issues were left for further discussion, which is shown as below.
	whether to consider Case 4 and Case 5:

Case 4: after a successful inter-system inter-RAT handover from a first NG-RAN node to an E-UTRA node for voice fallback, the UE is handed over back to a second NG-RAN node from the E-UTRA node.

Case 5: the UE successfully performs inter-system inter-RAT handover from NR to E-UTRAN for voice fallback, but the handover is about to failure.

whether/how to introduce failure type definition for inter-system inter-RAT HO from NR to E-UTRA for voice fallback in stage 2;

whether to consider MRO enhancements for redirection for voice fallback;

whether to enhance the RLF report to indicate there was no suitable E-UTRA cell post voice fallback failure;

further discuss stage 3 specification impacts (e.g. network interface) to support MRO for inter-system handover for voice fallback;


For the Case 4 and Case 5, as the failure happens after the UE has successfully performed the inter-RAT handover for voice fallback, both the two cases should be out of the scope of the MRO for inter-system handover voice fallback. And we should focus on the scenarios when the inter-system inter-RAT handover from NR to E-UTRA failed.

Proposal 1: Case 4 and Case 5 should be out of the scope of MRO for inter-system handover voice fallback.

Regarding the stage 2 description for inter-system inter-RAT HO from NR to E-UTRA for voice fallback, in current TS 38.300, as shown below, the Inter-system/ Too Late Handover and Inter-system/ Too Early Handover have captured in the connection failure due to inter-system mobility.
	15.5.2.2.3
Connection failure due to inter-system mobility

One of the functions of Mobility Robustness Optimization is to detect connection failures that occurred due to Too Early or Too Late inter-system handovers. These problems are defined as follows:

-
Inter-system/ Too Late Handover: an RLF occurs after the UE has stayed in a cell belonging to an NG-RAN node for a long period of time; the UE attempts to re-connect to a cell belonging to an E-UTRAN node.

-
Inter-system/ Too Early Handover: an RLF occurs shortly after a successful handover from a cell belonging to an E-UTRAN node to a target cell belonging to an NG-RAN node; the UE attempts to re-connect to the source cell or to another cell belonging to an E-UTRAN node.


While, only the Inter-system/ Too Late Handover is for the handover from NR to E-UTRA. However, it is obvious that the inter-system handover for voice fallback cannot be merged in the Inter-system/ Too Late Handover. Therefore, the corresponding stage 2 description for the inter-system handover for voice fallback needs to be introduced.

Proposal 2: Introduce the stage 2 description of MRO for inter-system handover for voice fallback.

For the MRO mechanism for redirection for voice fallback, the NG-RAN node releases the UE into RRC_IDLE state with some redirected E-UTRA carrier information, the UE performs the cell selection and finds a suitable E-UTRA cell to establish RRC connection. However, the redirection for voice fallback should be supported by RAN2, and RAN3 should focus on the inter-system inter-RAT handover from NR to E-UTRA.
Proposal 3: The MRO mechanism for redirection for voice fallback should be supported, but it is in the scope of RAN2.
To support the MRO for inter-system handover voice fallback, it is straightforward to enhance the RLF, for example, the UE adds the voice fall back failure type when RLF happens. Then, based on the information, the receiving node can do the root analysis. Since the signalling of RLF report exchange between NG-RAN node has already been supported in current specification, there is no RAN3 impact. 

For inter-system signalling consideration, for example, a UE selects an eNB after inter-system voice fallback failure. In this scenario, the UE cannot report NR RLF to the eNB and the eNB cannot provide the NR RLF to NG-RAN node where RLF occurs, since the inter-system RLF report has not been supported yet. To our understanding, the impact on LTE RRC and inter system signalling is not necessary. The RLF report can exist for 48 hours and be reported to a NG-RAN node later when the UE moves back to NR.

Proposal 4: There is no stage 3 specification impact to support MRO for inter-system handover for voice fallback.
MRO for MR-DC SCG failure scenario
In last meeting, it was agreed to support MRO for SCG failure in EN-DC, NGEN-DC and NE-DC scenarios. For both NGEN-DC and NE-DC, the existing description of PSCell change failure in TS 38.300 could be reused for the stage 2 description. Meanwhile, for the stage 3 details, since the interface between MN and SN is Xn, the MRO mechanism of SCG failure in NR-DC could be reused without any change.

While, the EN-DC scenario goes a little different. The interface between MN and SN is X2. To support the MRO mechanism of SCG failure for EN-DC, the EN-DC X2 interface should be enhanced. In addition, the stage 2 description of PSCell change failure should be also introduced in TS 36.300.

Proposal 5: The stage 2 and stage 3 enhancements on MRO mechanism for SCG failure in EN-DC should be introduced.

MRO for CPAC
In last meeting, the common understanding is that both the CPA and CPC should be considered in R18 based on the R17 NR-DC MRO solution. To be more specific, the PSCell change failures in Rel-17 captured in TS 37.340 could be reused as the baseline of MRO for CPA and CPC.

	-
Too late PSCell change: an SCG failure occurs after the UE has stayed for a long period of time in the PSCell; a suitable different PSCell is found based on the measurements reported from the UE.

-
Too early PSCell change: an SCG failure occurs shortly after a successful PSCell change from a source PSCell to a target PSCell or a PSCell change failure occurs during the PSCell change procedure; source PSCell is still the suitable PSCell based on the measurements reported from the UE.

-
Triggering PSCell change to wrong PSCell: an SCG failure occurs shortly after a successful PSCell change from a source PSCell to a target PSCell or a PSCell change failure occurs during the PSCell change procedure; a suitable PSCell different with source PSCell or target PSCell is found based on the measurements reported from the UE.


In Rel-17 CPAC, the network shall inform the UE of the candidate PSCells and the corresponding execution conditions. And the UE shall execute the PSCell addition or change only after the execution condition of the candidate PSCell is satisfied. In Rel-18, the different scenarios of MRO for CPAC should also consider the CPAC execution.
For the MRO for CPC, the following scenarios should be considered:

Too late CPC execution: 

The UE has received the CPC configuration, while the SCG failure occurs before the CPC execution is satisfied. In this case, a suitable PSCell other than the source cell is found based on the measurements reported for the UE.
Too early CPC execution: 

The UE has received the CPC configuration and CPC execution condition is satisfied. Then, the CPC execution fails, or the SCG failure occurs shortly after the successful CPC execution. In this case, the source PSCell is still the suitable PSCell based on the measurements reported from the UE.

CPC execution to wrong cell: 

The UE has received the CPC configuration and CPC execution condition is satisfied. Then, the CPC execution fails, or the SCG failure occurs shortly after the successful CPC execution. In this case, a suitable PSCell other than source cell or target cell is found based on the measurements reported from the UE.

While, for the MRO for CPA, only the CPA execution to wrong cell should be considered.

CPA execution to wrong cell: 

The UE has received the CPA configuration and CPC execution condition is satisfied. Then, the CPA execution fails, or the SCG failure occurs shortly after the successful CPA execution. In this case, a suitable PSCell other than target cell is found based on the measurements reported from the UE.

Proposal 5: The four scenarios of MRO for CPAC should be discussed in Rel-18.

As the scenarios of MRO for CPAC are still under discussion and this meeting is only the second meeting in Rel-18, the enhancement of SCGfailureInformation and the potential impact of MRO for CPAC on network interfaces could be discussed in the future meeting. In this meeting, we should focus on the basic scenarios of MRO for CPAC.

Proposal 6: The enhancement of SCGfailureInformation and the potential impact of MRO for CPAC on network interfaces should be discussed after the scenarios have been clarified.
In addition, whether the CHO-CPC coexistence scenarios should be considered in Rel-18 has been raised in last meeting. From our point of view, the MRO for this case should be treated with low priority, and RAN3 could further discuss this issue if time allows in Rel-18.

Proposal 7: The MRO for CHO-CPC coexistence scenarios should be studied with low priority.
MRO for Fast MCG Recovery
Whether post failure use case should be considered for R-18 FMR
The following four use cases have been discussed in last RAN3 meeting.
the SCG fails or is deactivated soon after MCG

the signalling delay is longer than the time the UE waits for the response (T316)

the recovery HO fails

the resulting re-establishment fails.
Case a) and b) have been agreed for Rel-18, while case c) and d) are not precluded.

The use case c) and d) only occur for UE after MCG recovery response information received.

	Fast MCG Recovery via SRB3 from MN to SN
	
	0..1
	
	
	YES
	ignore

	>RRC Container
	M
	
	OCTET STRING
	For NR-DC, includes the DL-DCCH-Message as defined in subclause 6.2.1 of TS 38.331 [10] containing the RRCReconfiguration message, or the RRCRelease message, or the MobilityFromNRCommand message.

For NGEN-DC, includes the DL-DCCH-Message as defined in subclause 6.2.1 of TS 36.331 [14] containing the RRCConnectionReconfiguration message, or the RRCConnectionRelease message, or the MobilityFromEUTRACommand message.
	–
	


As it can be seen from the definition in XnAP, the MCG recovery response contains three types of information. One is RRCReconfiguration message, another one is RRCRelease message, the last one is MobilityFromNRCommand message. It is possible that failure may happen after the UE enforces these messages during e.g Handover or re-establishment. However, the second failure has no relation to the Fast MCG recovery. It is because the information related to MCG failure has already been transmitted to the MN node. From legacy MRO point of view, the UE does not suffer RLF when it triggers Handover or re-establishment to a new cell. Then, the new RLF report contains enough information (e.g. measurement, previous Pcell ID) which enables the NG-RAN node to analysis the failure root cause. In this way, case c) and d) have already been covered by current MRO mechanism.

Proposal 8: No need to co-relate post failure with fast MCG recovery failure. 
Whether RLF report can be re-used for FMR?
When FMR failure happen, a report needs to be recorded by the UE and reported to network.

One possible way is to reuse RLF report for FMR failure. 

However, most information in RLF report does not help for optimize FMR.

	RLF-Report-r16 ::=                   CHOICE {

    nr-RLF-Report-r16                    SEQUENCE {

        measResultLastServCell-r16           MeasResultRLFNR-r16,

        measResultNeighCells-r16             SEQUENCE {

            measResultListNR-r16                 MeasResultList2NR-r16       OPTIONAL,

            measResultListEUTRA-r16              MeasResultList2EUTRA-r16    OPTIONAL
        }                                                OPTIONAL,

        c-RNTI-r16                           RNTI-Value,

        previousPCellId-r16                  CHOICE {

            nrPreviousCell-r16                   CGI-Info-Logging-r16,

            eutraPreviousCell-r16                CGI-InfoEUTRALogging

        }                                                                    OPTIONAL,

        failedPCellId-r16                    CHOICE {

            nrFailedPCellId-r16                  CHOICE {

                cellGlobalId-r16                     CGI-Info-Logging-r16,

                pci-arfcn-r16                        SEQUENCE {

                    physCellId-r16                       PhysCellId,

                    carrierFreq-r16                      ARFCN-ValueNR

                }

            },

            eutraFailedPCellId-r16           CHOICE {

                cellGlobalId-r16                 CGI-InfoEUTRALogging,

                pci-arfcn-r16                    SEQUENCE {

                    physCellId-r16                   EUTRA-PhysCellId,

                    carrierFreq-r16                  ARFCN-ValueEUTRA

                }

            }

        },

        reconnectCellId-r16                  CHOICE {

            nrReconnectCellId-r16                CGI-Info-Logging-r16,

            eutraReconnectCellId-r16             CGI-InfoEUTRALogging

        }                                                                                        OPTIONAL,

        timeUntilReconnection-r16            TimeUntilReconnection-r16                           OPTIONAL,

        reestablishmentCellId-r16            CGI-Info-Logging-r16                                OPTIONAL,

        timeConnFailure-r16                  INTEGER (0..1023)                                   OPTIONAL,

        timeSinceFailure-r16                 TimeSinceFailure-r16,

        connectionFailureType-r16            ENUMERATED {rlf, hof},

        rlf-Cause-r16                        ENUMERATED {t310-Expiry, randomAccessProblem, rlc-MaxNumRetx,

                                                         beamFailureRecoveryFailure, lbtFailure-r16,

                                                         bh-rlfRecoveryFailure, t312-expiry-r17, spare1},

        locationInfo-r16                     LocationInfo-r16                                    OPTIONAL,
        noSuitableCellFound-r16              ENUMERATED {true}                                   OPTIONAL,

        ra-InformationCommon-r16             RA-InformationCommon-r16                            OPTIONAL,

        ...,

        [[

        csi-rsRLMConfigBitmap-v1650          BIT STRING (SIZE (96))                              OPTIONAL
        ]],

        [[

        lastHO-Type-r17                      ENUMERATED {cho, daps, spare2, spare1}              OPTIONAL,

        timeConnSourceDAPS-Failure-r17       TimeConnSourceDAPS-Failure-r17                      OPTIONAL,

        timeSinceCHO-Reconfig-r17            TimeSinceCHO-Reconfig-r17                           OPTIONAL,

        choCellId-r17                        CHOICE {

            cellGlobalId-r17                     CGI-Info-Logging-r16,

            pci-arfcn-r17                        SEQUENCE {

                physCellId-r17                       PhysCellId,

                carrierFreq-r17                      ARFCN-ValueNR

            }

        }                                                                                        OPTIONAL,

        choCandidateCellList-r17             ChoCandidateCellList-r17                            OPTIONAL
        ]]

    },

    eutra-RLF-Report-r16                 SEQUENCE {

        failedPCellId-EUTRA                  CGI-InfoEUTRALogging,

        measResult-RLF-Report-EUTRA-r16      OCTET STRING,
        ...

    }

}



For FMR, the report needs to record MCGFailurereport which is not able to be reported to network. In addition, the status of T316 and measurement report of last serving cell are also needed.

Since the content of FMR report and RLF report are different, it is proposed to introduce a new FMR report in Rel-18.

Proposal 9: To introduce a new FMR report with following information:

MCGFailureReport, status of T316, measurement report of last serving cell.

Conclusion

In this contribution, the proposals are given as below.

Proposal 1: Case 4 and Case 5 should be out of the scope of MRO for inter-system handover voice fallback.

Proposal 2: Introduce the stage 2 description of MRO for inter-system handover for voice fallback.

Proposal 3: The MRO mechanism for redirection for voice fallback should be supported, but it is in the scope of RAN2.
Proposal 4: There is no stage 3 specification impact to support MRO for inter-system handover for voice fallback
Proposal 5: The four scenarios of MRO for CPAC should be discussed in Rel-18.

Proposal 6: The enhancement if SCGfailureInformation and the potential impact of MRO for CPAC on network interfaces should be discussed after the scenarios have been clarified.
Proposal 7: The MRO for CHO-CPC coexistence scenarios should be studied with low priority.

Proposal 8: No need to co-relate post failure with fast MCG recovery failure. 
Proposal 9: To introduce a new FMR report with following information:

MCGFailureReport, status of T316, measurement report of last serving cell.

The TP for BL CR 38.300 on MRO for inter-system handover for voice fallback is given in the Annex.

The TP for BL CR 36.300 and 36.423 on MRO for SCG failure in EN-DC is given in [2].
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15.5.2.2.3
Connection failure due to inter-system mobility
One of the functions of Mobility Robustness Optimization is to detect connection failures that occurred due to Too Early or Too Late inter-system handovers. These problems are defined as follows:

-
Inter-system/ Too Late Handover: an RLF occurs after the UE has stayed in a cell belonging to an NG-RAN node for a long period of time; the UE attempts to re-connect to a cell belonging to an E-UTRAN node.

-
Inter-system/ Too Early Handover: an RLF occurs shortly after a successful handover from a cell belonging to an E-UTRAN node to a target cell belonging to an NG-RAN node; the UE attempts to re-connect to the source cell or to another cell belonging to an E-UTRAN node.
- Inter-system Handover for voice fallback: an RLF occurs when the UE fails to perform the inter-system inter-RAT handover from NR to E-UTRA for voice fallback; the UE attempts to re-connect to a cell belonging to an E-UTRAN node. If there is no suitable E-UTRAN cell can be selected, the UE attempts to re-connect the source cell belonging to an NG-RAN node.
Detection mechanism

A failure indication may be sent to the node last serving the UE when the NG-RAN node fetches the RLF REPORT from UE by triggering:

-
The Failure Indication procedure over Xn;

-
The Uplink RAN configuration transfer procedure and Downlink RAN configuration transfer procedure over NG.

In case the last serving node is an E-UTRAN node, the detection mechanism proceed as deined in TS 36.300 [2].

In case the last serving node is an NG-RAN node, the detection mechanisms for Too Late Inter-system Handover and Too Early Inter-system Handover are carried out through the following:

-
Too Late Inter-system Handover: the connection failure occurs while being connected to a NG-RAN node, and there is no recent handover for the UE prior to the connection failure i.e., the UE reported timer is absent or larger than the configured threshold, e.g., Tstore_UE_cntxt, and the first node where the UE attempts to re-connect is a E-UTRAN node.

-
Too Early Inter-system Handover: the connection failure occurs while being connected to a NG-RAN node, and there is a recent inter-system handover for the UE prior to the connection failure i.e., the UE reported timer is smaller than the configured threshold, e.g., Tstore_UE_cntxt, and the first cell where the UE attempts to re-connect and the node that served the UE at the last handover initialisation are both E-UTRAN node.

The "UE reported timer" above indicates the time elapsed since the last handover initialisation until connection failure. The UE may make the RLF Report available to an NG-RAN node. The NG-RAN node may forward the information using the FAILURE INDICATION message over Xn or by means of the Uplink RAN configuration transfer procedure and Downlink RAN configuration transfer over NG to the node that served the UE before the reported connection failure.

In case the failure is a Too Early Inter-system Handover, the NG-RAN node receiving the failure indication may inform the E-UTRAN node by means of the Uplink RAN Configuration Transfer procedure over NG. This may include the RLF report.

<<<<<<<<<<<<<<<<<<<< END OF CHANGE >>>>>>>>>>>>>>>>>>>>

