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[bookmark: _Hlk85061506]1	Introduction
In this contribution, we discuss AI/ML Mobility optimization and AI/ML Load Balancing related aspects. In RAN3 #117-e we made the following agreement related to UE Trajectory prediction:
Predicted cell-granularity UE trajectory can be exchanged over Xn for AI/ML based mobility optimization.
Here we would like to address some open aspects from RAN3 #117-e listed below: 
Other granularity of UE trajectory, and how UE trajectory computation and representation over Xn needs to be further discussed.
Details of the solution how to transfer predicted UE trajectory over Xn interface can be discussed further, e.g., whether to reuse the existing message and whether to transfer in requested way or not.

We also provide some views on AI/ML-based CHO optimization and also provide our views on various aspects pertaining to AI/ML Load Balancing. 
[bookmark: _Hlk90546851]2	AI/ML Mobility Optimization
2.1 UE Trajectory Prediction 
2.1.1 Granularity and Transfer 
Even though cell-level predicted UE Trajectory is agreed to be exchanged between neighbours, finer granularities of UE Trajectory are also possible. It is an open point whether other granularity of UE trajectory prediction shall be allowed. The AI/ML use cases under consideration are all traditional SON use cases where the main decisions are on a cell-level, e.g., a “cell” may be switched-off and a user may be offloaded from a “cell” to “another”. Therefore, finer granularity of UE Trajectory related to detailed location information cannot be really useful to the network when the latter makes choices only on a cell level. On the other hand, it would increase overhead on the data collection side and put unnecessary burden of reporting detailed location information from the UEs while at the same time it would increase the processing complexity at the network.
Observation 1: Finer-level granularity to calculate predicted UE trajectory does not seem useful for the use cases under consideration, while it would unnecessarily increase the reporting overhead on the UE side and processing overhead on the network side.  
We therefore think that cell-level granularity of UE Trajectory prediction is sufficient for the possible decisions of AI/ML Energy Saving, AI/ML Load Balancing and AI/ML Mobility Optimization use cases. 
Proposal 1: Cell-level UE Trajectory prediction is sufficient to be exchanged between neighbour NG-RAN nodes for the use cases under consideration.
In TR 37.817 it was agreed that UE mobility history is sent from UE as input information and UE history information is sent from neighbours as input information to a local node running an AI/ML Mobility Optimization function. The UE mobility history is sent from the UE to the network when the UE enters RRC connected state, and it is forwarded to further serving base stations during handover preparation signalling in case of connected mode mobility. This information contains a list of earlier serving cells and a list of cells on which the UE has camped on. The list of cells identifies the base stations controlling these cells. Thus, in legacy networks a base station may select the next target node/cell for outcoming handovers based on this information, but it doesn’t have any knowledge on the cells to be visited next.
Observation 2: UE History Information sent from a neighbouring NG-RAN node and UE Mobility History sent from the UE can enable a local node to determine a predicted UE trajectory related to the next hop. 
UE mobility history and UE History Information contain information on a per-cell granularity. In addition, UE mobility history further includes the time spent on a cell. Therefore, utilizing UE History Information and UE Mobility History Information a NG-RAN node can determine a predicted trajectory of cells that have been traversed, as well as a predicted time that UEs have stayed over those cells.  
Observation 3: Receiving UE History Information from neighbouring NG-RAN nodes and UE Mobility History Information from a UE allows a local node to calculate a Predicted UE Trajectory over a sequence of cells as well as a predicted time that a UE is expected to stay over these cells. 
However, it will not have visibility on whether it performed an optimal choice taking into account further UE mobility beyond the selected target cell. By analysing the mobility history information, e.g., gathered information about the cells the UE visited or camped on, as well as locally available information, in particular radio measurements provided by the served UE, a NG-RAN node can obtain a predicted trajectory of the next hop.
Having a prediction of the next hop is of course valuable, e.g., for a node to better prepare resources for a handover. However, it doesn’t give information about the stay of the UE at the Target node. Predicted UE trajectory of more than one hop could determine a short stay of a UE or other unwanted behaviour for a certain trajectory. In the presence of multiple possibilities to take over a UE, other alternative target nodes may provide better solutions. Therefore, enabling a NG-RAN node to obtain not only information about the next cell change (handover or cell-reselection), but also UE mobility information over a number of hops (cell changes) a UE may follow into the future, can give the network an enhanced view of UE trajectory which can be used to improve Handover related actions, such as to reduce the total number of handovers if a UE has a high probability of staying just a short time in a given candidate target cell. 
Observation 4: Solutions to obtain UE trajectory prediction not limited to the next cell change are beneficial to provide a better view of UE mobility and identify potential problems (e.g. short time of stay to a cell).
Proposal 2: UE trajectory prediction shall not be limited to the next cell change (handover or cell-reselection) but to a number of hops into the future. 
As mentioned above, the main motivation behind exchanging predicted cell-level UE Trajectory is to improve Handover related actions, e.g., related to short stays of a UE at a given cell. Therefore it would be logical to send cell-level predicted UE trajectory in the Handover Request message from the source to the target.
Proposal 3: Cell-level predicted UE trajectory is sent from a source NG-RAN node to a target NG-RAN node in Handover Request message.
2.1.2	Training Data for Cell-Level UE Trajectory Prediction 
Training an AI/ML Model for UE Trajectory prediction could take advantage of information available both for active as well as idle/inactive UEs. This may be important in order to create and maintain an accurate UE Trajectory prediction. Keeping track of the time that UE spent in idle/inactive state as opposed to connected state helps the network keep track the UE movement in more detail and allows it to determine whether a mobility decision was taken by the UE or by the network. For example, network should be able to obtain trajectory information of those UEs that have crossed the base station’s coverage area in idle or inactive state and should further be aware of how long a UE stayed in a given cell when it was in idle, inactive or in connected state.  
Proposal 4: The network shall be able to obtain trajectory information for Model Training, including time of stay, of those UEs that have crossed the base station’s coverage area in any RRC state including idle or inactive state.
Proposal 5: UE Trajectory prediction shall include cells that the user equipment camped on not only when it was in active state, but also when it was in idle or inactive.
Collecting data for cell-level UE Trajectory prediction could be done by enabling an NG-RAN node to identify other NG-RAN nodes covering areas that a UE it is currently serving will visit in the future and asking those NG-RAN nodes to report back regarding presence of the UE. The NG-RAN node could indicate its interest to obtain information about future cells serving a UE by indicating it for instance in the UE History information when a UE is Handed over to a neighbour NG-RAN node. Once a neighbour receives this indication, it can further collect information about cells that the given UE has visited at the node and send back this information to the requesting node.  
Requesting node shall be able to control the number of hops(cells) into the future it requests UE Trajectory information, depending on the length of the predicted cell-level UE trajectory it wants to obtain. 
2.2	CHO Mobility Optimization 
According to what is captured currently in TR 37.817, in AI/ML Mobility Optimization a neighbouring NG-RAN node may send to the local node running an AI/ML Mobility optimization function information related to resource utilization, including current and predicted load information. Besides reported load information on a node-level granularity, a local node could also benefit in its AI/ML Mobility Optimization actions if it knows how much load a specific UE will create to the target NG-RAN node. 
This information can help a source NG-RAN node evaluate the quality of the handover based on the impact on the target’s load and prioritize handover decisions over the given target cells. Such information can also help the source NG-RAN node trigger more efficiently AI/ML Load Balancing actions.
Observation 5: Information related to a load that a specific UE will create to a target NG-RAN node may help the source better evaluate the quality of the handover based on the impact on the target’s load and can also help the source to trigger more efficiently AI/ML Load Balancing actions. 
So, a source (local) NG-RAN node can request during CHO preparation procedure to one or more candidate target NG-RAN nodes a prediction on the expected load due to incoming mobility of a certain UE (or e.g., group of UE candidates for outgoing mobility close to the cell boundary).  
Proposal 6: A source NG-RAN node, running an AI/ML Mobility Optimization function, can request from a candidate target NG-RAN node a prediction regarding an expected load due to the incoming mobility of a given UE or group of UEs.
Input information from the target NG-RAN node may include QoS performance prediction of the UE's PDU sessions. Predicted QoS performance may be provided according to the traditional metrics of UE throughput or packet delay. Alternatively, the predicted QoS performance may be provided as an expected increase or decrease in UE’s QoS after a handover operation such as a degradation in the QoS that the will UE experience for a given PDU session after the handover, a probability that a PDU session is dropped after the Handover, a probability with which the QoS requirements of a given admitted PDU session will be violated after the handover, to name a few.
Proposal 7: Input information for AI/ML Mobility Optimization may include UE-associated information on the impact in the QoS performance of a handed over UE.
Clearly, source NG-RAN node will need to provide the target NG-RAN node(s) assistance information that will enable calculation of the load prediction, e.g., with respect to a traffic demand of the UE or other information.

[bookmark: _Hlk110866207]Proposal 8: A source NG-RAN node may provide assistance information to a target NG-RAN node(s) for a given UE to request what kind of (predicted) resource utilization/load a UE creates (or demands) on the target NG-RAN node(s).
In the context of CHO, it would useful if the source NG-RAN node is able to cut down on the number of unnecessary CHO preparations (i.e., not even originate a Handover Request) to a potential target NG-RAN node if it knows in advance that the target NG-RAN node is not suitable to host the UE at this given point of time or a UE would end up with a potential failure when handing over to a target NG-RAN node. This information cannot be a static determination as the target NG-RAN nodes’ resource utilization/capacity is ever changing (including possible power saving actions etc.). One way to imagine this is to visualize the target NG-RAN nodes’ function as an estimator that can be invoked at the source NG-RAN node. By invoking this estimator and making a check with it, a source NG-RAN node would be able to potentially avert those preparations that are bound for failure. As such this requires transacting an estimator (as part of an AI/ML algorithm or otherwise) from the target NG-RAN node to the source NG-RAN node that can potentially allow the source NG-RAN node to perform this estimation. The estimator will of course go out of tune as the target NG-RAN node’s resource utilization/capacity changes over time, hence some kind of update is required back to the source NG-RAN node when that happens.
Proposal 9: To avoid unnecessary triggering of mobility procedures (e.g., CHO) towards a target NG-RAN node, it is desirable for the source NG-RAN node to be able to predict/foresee the performance (or failures) of a given UE at the target NG-RAN node.
3	AI/ML Load Balancing 
In current mechanisms, a NG-RAN node identifies a UE to be handed over to a target node for Load Balancing purposes. If the load is not sufficiently balanced, more UEs can be identified for the offloading. This is a simple (but heuristic way) to obtain an optimal selection of UEs to be offloaded. In this way, the cumulative effect of a Load Balancing action to network performance cannot be optimized. In addition, it is possible that after a UE is offloaded to a target node, the load situation in the network becomes very different due to traffic variations which makes this choice of UE suboptimal. 
In TR 37.817, one of the AI/ML Load Balancing outputs is to predict the optimal set of UEs to be offloaded to a target node. This information can be used internally at a source node to determine towards which target nodes a Handover should be initiated. To determine whether the set of UEs was optimally chosen UE performance information, for those UEs handed over from source node, is provided from the target NG-RAN node as part of feedback information. Feedback could also contain resource status information updates from the target node.
In current offloading actions, different UEs are offloaded one at a time. For example, network could determine a certain number UEs carrying the most load one at a time and hand them over to a neighbouring NG-RAN node that has the least load. However, in reality to achieve optimality a multi-objective optimization problem needs to be solved where the actual number of possibilities of choosing those UEs and their respective load to be handed over to a certain target is exponentially growing. Parameters to be optimized and controlled include: a) The number of UEs to be offloaded, b) their identity, c) one or more target nodes to take over the traffic, and d) predicted load/energy efficiency for a given load.  The outcome of this joint (multi-objective) optimization is an offloading plan identified by the source indicating which UEs will be offloaded to a certain NG-RAN node and how much of their traffic shall be offloaded. 
The legacy methods for selecting a target cell based on UE measurement reports is not sufficient for selection of a target cell for load balancing in case of AI/ML Load Balancing use case. It is beneficial for a NG-RAN node to jointly optimize (i.e., through multi-objective optimization) which type of traffic (and accordingly which set of UEs) shall be offloaded to minimize the cost.
Observation 6: It is beneficial for a NG-RAN node to optimize jointly which type of traffic (and accordingly which set of UEs) shall be offloaded to minimize a defined cost.
As indicated in TR 37.817, the output of AI/ML-based Load Balancing can be to select the target cell for load balancing. 
In a typical AI/ML Load Balancing or AI/ML Energy Saving scenario a source node identifies a set of UEs to be handed over to another cell. The overall flow may include the following steps before finalizing the handover strategy:
· Offloading Plan Preparation: Offloading plan comprises a number of UEs, associated measurements of the identified UEs and cumulative resource utilization, where the cumulative resource optimization is for a given resource category, e.g. GBR resource, non-GBR resource etc. It is therefore possible to have more than one offloading plan with different combinations of resource utilization.
· Predicted cost estimation: Predicted cost could consider one or more target nodes and is predicted under the assumption that traffic is offloaded. 
· Final offloading plan selection: Choosing the final offloading plan, in terms of a number of UEs to be offloaded and the target node(s) that minimize an overall cost defined after offloading.
· Resource Reservation based on the selected plan: This step is about reserving the resources needed for the selected offloading plan at the target node(s).
Observation 7: Introducing an offloading plan comprising of a set of UEs and target node(s) based on specific criteria, such as a resource category, is a flexible mechanism to identify a final handover strategy. 
In order to determine the best set of UEs to comprise the offloading plan a source NG-RAN node can request from a candidate target NG-RAN node information to determine a predicted cost that a certain offloading action will incur at the target NG-RAN node. 
Observation 8: In the context of Load Balancing, we need the prediction for a set of UE(s) and a signalling mechanism to exchange it between NG-RAN nodes.
The cost can also be defined as the predicted resource utilization to serve a given load, for example, as the predicted number of PRBs required to serve a set of UEs. This cost will vary depending on other parameters such as the target cell coverage, current UE distribution (before offloading) etc. 
Observation 9: A predicted cost may also be a prediction of the number of PRBs required to serve a set of UEs. 
Cost can be calculated both at the source node and at the target node(s). Specifically:

Cost at the source node:
· Load Balancing cost corresponding to a given UE: It can be the (predicted) amount of resource (PRB) utilization. 
· Load Balancing cost corresponding to a class of UEs: It can be the (predicted) resource utilization at a gNB (source or target) corresponding to a given class of UEs.  A class of UEs can be defined as set of UEs fulfilling specific criteria. e.g., all UEs with 5QI-1 (voice)/5QI-2 (video) or all UEs with at least one GBR bearer. Resource Utilization is predicted for each UE in the offloading plan and aggregate is calculated.

Cost at the target node

· Target node can estimate its incident load (ingress load towards the target) in terms of a percentage of target cell load

Observation 10: There is a need for exchanging a predicted cost associated with an offloading action between the NG-RAN nodes, where the cost depends on the optimization objectives.
Proposal 10: A source NG-RAN node may request from a neighbouring NG-RAN node information on cost associated with an offloading plan consisting of one or more UE at the target NG-RAN node.
A Handover strategy shall be calculated based on a predicted cost in target nodes and a cost incurred in the source. Based on the offloading plan-based approach, a source node has the following information on what is the predicted cost in a given target node for different combinations of UE(s). The table below shows an example where a source node can request the predicted cost from a target node for different combinations of UEs. Even though in the example a single target node is considered, naturally the same idea applies when different combinations of UEs are offloaded to multiple target nodes. 
	Set of UEs 
	Target Node
	Predicted Cost
	Cost in source node

	Set 1
	1
	X
	A

	Set 2
	1
	Y
	B

	Set 3
	1
	Z
	C



Proposal 11: Source NG-RAN node can determine if it is beneficial to offload a set of UEs to the target NG-RAN node by comparing the predicted cost in one or more target nodes to the predicted cost calculated internally.
Since the source node makes the final decision based on the predicted costs, it is possible that the source node splits the load across multiple target nodes.
After a source node identifies the optimum handover strategy, the source node can request the target node to reserve the resources (in bulk based on the final offloading plan) prior to the actual handover preparation & execution phase.
a) Immediate handover execution phase: In this option, even though the source node has selected one or more target(s) based on the predicted cost, there is no guarantee that there are resources available at the target node when the UE actually arrives on the target.
b) Resource Reservation followed by handover execution:  In this option, it is necessary that the target node reserves the resources to be able to serve the UE that will be handed over.  This ensures that the handover strategy is executed with no/minimal failures due to resource unavailability.
Observation 11: A Resource Reservation mechanism could enable more robust handover execution strategy.
Proposal 12: Enable a resource reservation mechanism to allow a target NG-RAN node to guarantee resource availability when the actual offloading of a set of UEs takes place at a target NG-RAN node.

4 	Conclusion
In this paper we make the following observations and proposals:
Observation 1: Finer-level granularity to calculate predicted UE trajectory does not seem useful for the use cases under consideration, while it would unnecessarily increase the reporting overhead on the UE side and processing overhead on the network side.
Proposal 1: Cell-level UE Trajectory prediction is sufficient to be exchanged between neighbour NG-RAN nodes for the use cases under consideration.
Observation 2: UE History Information sent from a neighbouring NG-RAN node and UE Mobility History sent from the UE can enable a local node to determine a predicted UE trajectory related to the next hop. 
Observation 3: Receiving UE History Information from neighbouring NG-RAN nodes and UE Mobility History Information from a UE allows a local node to calculate a Predicted UE Trajectory over a sequence of cells as well as a predicted time that a UE is expected to stay over these cells. 
Observation 4: Solutions to obtain UE trajectory prediction not limited to the next cell change are beneficial to provide a better view of UE mobility and identify potential problems (e.g. short time of stay to a cell).
Proposal 2: UE trajectory prediction shall not be limited to the next cell change (handover or cell-reselection) but to a number of hops into the future. 
Proposal 3: Cell-level predicted UE trajectory is sent from a source NG-RAN node to a target NG-RAN node in Handover Request message.
Proposal 4: The network shall be able to obtain trajectory information for Model Training, including time of stay, of those UEs that have crossed the base station’s coverage area in any RRC state including idle or inactive state.
Proposal 5: UE Trajectory prediction shall include cells that the user equipment camped on not only when it was in active state, but also when it was in idle or inactive.
Observation 5: Information related to a load that a specific UE will create to a target NG-RAN node may help the source better evaluate the quality of the handover based on the impact on the target’s load and can also help the source to trigger more efficiently AI/ML Load Balancing actions. 
Proposal 6: A source NG-RAN node, running an AI/ML Mobility Optimization function, can request from a candidate target NG-RAN node a prediction regarding an expected load due to the incoming mobility of a given UE or group of UEs.
Proposal 7: Input information for AI/ML Mobility Optimization may include UE-associated information on the impact in the QoS performance of a handed over UE.
Proposal 8: A source NG-RAN node may provide assistance information to a target NG-RAN node(s) for a given UE to request what kind of (predicted) resource utilization/load a UE creates (or demands) on the target NG-RAN node(s).
Proposal 9: To avoid unnecessary triggering of mobility procedures (e.g., CHO) towards a target NG-RAN node, it is desirable for the source NG-RAN node to be able to predict/foresee the performance (or failures) of a given UE at the target NG-RAN node.
Observation 6: It is beneficial for a NG-RAN node to optimize jointly which type of traffic (and accordingly which set of UEs) shall be offloaded to minimize a defined cost.
Observation 7: Introducing an offloading plan comprising of a set of UEs and target node(s) based on specific criteria, such as a resource category, is a flexible mechanism to identify a final handover strategy. 
Observation 8: In the context of Load Balancing, we need the prediction for a set of UE(s) and a signalling mechanism to exchange it between NG-RAN nodes.
Observation 9: A predicted cost may also be a prediction of the number of PRBs required to serve a set of UEs. 
Observation 10: There is a need for exchanging a predicted cost associated with an offloading action between the NG-RAN nodes, where the cost depends on the optimization objectives.
Proposal 10: A source NG-RAN node may request from a neighbouring NG-RAN node information on cost associated with an offloading plan consisting of one or more UE at the target NG-RAN node.
Proposal 11: Source NG-RAN node can determine if it is beneficial to offload a set of UEs to the target NG-RAN node by comparing the predicted cost in one or more target nodes to the predicted cost calculated internally.
Observation 11: A Resource Reservation mechanism could enable more robust handover execution strategy.
Proposal 12: Enable a resource reservation mechanism to allow a target NG-RAN node to guarantee resource availability when the actual offloading of a set of UEs takes place at a target NG-RAN node.
