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1. Introduction
During RAN3-117e a discussion on how to capture AI/ML for NG-RAN in Stage 2 specifications was started. A majority of companies in RAN3 was keen on agreeing to a message sequence chart for Stage 2 specifications such as TS 38.300. This was documented in the following agreement:
Not to capture the flow charts right now, can be considered after the standard impacts are identified.
However, during RAN3-117e other agreements were taken, which better define the standard impacts that AI/ML for NG-RAN will have.
Such agreements are listed below:
Define a new procedure over Xn which can be used for AI/ML related information, e.g., predicted information
The new procedure for reporting of AI/ML related information, e.g., predicted information, should be based in a requested way, like resource status report procedure.
On the basis of the above agreements, it is possible to further discuss details of the new procedure to be used for AI/ML data reporting and to derive a generic signalling chart that can be applied to all use cases.
This paper develops remaining details for the new procedure agreed to be introduced for AI/ML support and derives a signalling chart valid for all AI/ML use cases. 
2. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Discussion
In order to derive a message sequence chart that can be generic for all AI/ML use cases considered so far, it is important to converge on the procedures needed to support AI/ML based use cases.
An agreement in this respect was already taken:
[bookmark: _Hlk113977977]Define a new procedure over Xn which can be used for AI/ML related information, e.g., predicted information
The agreement above states that a new procedure shall be introduced for AI/ML related information. 
AI/ML related information comprises all the information that contributes to the AI/ML processes, namely Inputs, Outputs, Feedback information, and Training data.
Observation 1: The agreements taken at RAN3-117-e imply that a new procedure for the reporting of AI/ML related information, i.e., inputs, outputs, feedback, and training data, shall be introduced.
During discussions, an FFS was also captured:
[bookmark: _Hlk113977878]FFS whether to use the existing procedure or dedicated new procedure for other input, output and feedback information.
However, while this FFS can be considered and discussed for some information such as UE trajectory predictions, it is worth noting that it is superseded by the agreement captured. In fact, the FFS questions whether existing procedures or a new procedure shall be used for the collection of “other input, output and feedback information”, while the agreement above states that “a new procedure over Xn which can be used for AI/ML related information”, where, as explained, “AI/ML related information” implies all information associated to AI/ML processes.
Looking at this discussion from a technical point of view and following well established principles of modular protocol design, it is logical that information collected for a new feature are associated to a new procedure for that feature. This is true especially because AI/ML related information will likely grow in the future and could potentially become numerous. It is therefore very inefficient to “pollute” existing procedures, already used and tested for functions that have been deployed, with a potentially large number of new information associated to AI/ML. 
Reusing existing procedures for AI/ML will lead to impacts on legacy functions already using the existing procedures.
Besides, reusing existing procedures ends up in the usual problem of having to cope with the limitations such procedures present. For example, if the Xn: Resource Status Request message would be reused to request reporting of AI/ML related information, one should consider that the Report Characteristics IE only allows to request up to 32 metrics. Of these 32 metrics 6 have been already used by MLB. This means that there is space for 26 additional metrics to be requested, of which some may be used by future MLB enhancements and the rest for AI/ML. AI/ML may require substantially more than 26 parameters to be reported, if all the AI/ML use cases that are supported today and that will be supported in the future are considered.  
There are however, exception cases, such as he case of UE trajectory predictions, which is used for mobility optimisation and that needs to be signalled at the time of handover preparation. Hf course, in this case it is not justified to define a new signalling procedure for _HO preparation, hence the existing procedure can be reused to signal UE trajectory predictions. 
Observation 2: With the exception of signalling of UE Trajectory Predictions, the use of existing procedures for reporting of AI/ML related information is inefficient and unnecessarily limited.
Conclusion 1: The new procedure to be used for reporting of AI/ML related information is used for all new Inputs, Outputs, Feedback, and Training data introduced in support of AI/ML use cases, except for the UE Trajectory Prediction.
Conclusion 2: UE Trajectory predictions are needed at the time of HO preparation and for this they can be included in the legacy HO Signalling messages.

There will clearly be information that are already exchanged between NG-RAN nodes, which may also be used for AI/ML processes. One obvious example consists of the resource status information currently exchanged via the Resource Status Reporting procedure over Xn.
Obviously, there is no need to duplicate mechanisms for exchange of this information by adding it in the new procedure for AI/ML support. Hence, reporting of such existing information should rely on existing signalling mechanisms.
Conclusion 3: Any existing information that may also be used to support AI/ML in the selected use cases shall continue to be signalled by means of legacy signalling.

With these conclusions in mind, it is possible to look at one further agreement, which defines in sufficient detail how the new procedure for AI/ML should look like:
The new procedure for reporting of AI/ML related information, e.g., predicted information, should be based in a requested way, like resource status report procedure.
The agreement above implies that the new procedure is in fact made of two procedures:
· A first procedure to configure the process of reporting AI/ML related information, namely similar to the Xn: Resource Status Reporting Initiation procedure
· A second procedure to allow the reporting node to report the requested AI/ML related information to the requesting node, namely similar to the Xn: Resource Status Reporting procedure

Leaving aside the content of each message, which is described in R3-225509, it is possible to derive a message sequence chart that can be applied to each AI/ML use case and that may be captured at Stage 2 level. For the purpose of showing an example of such message sequence chart, we named the procedures “AI-ML Assistance Data Reporting Initiation” and “AI-ML Assistance Data Reporting”.
An example of the message sequence chart that could be captured in TS 38.300 is shown below:




Figure 1: Example of signalling diagram for execution of AI/ML processes in NG-RAN, case of model training at NG-RAN
In the message sequence chart above, each step can be described as follows:
0. NG-RAN Node 1 is assumed to host a trained model.
1. NG-RAN Node 1 signals to NG-RAN Node 2 an Xn SETUP REQUEST message.
2. NG-RAN Node 2 signals to NG-RAN Node 1 an Xn SETUP RESPONSE message.
3. If needed, NG-RAN Node 1 configures measurements at the UE and receives measurement reports accordingly.
4. In order to configure the process of input data reporting, NG-RAN node 1 signals to NG-RAN Node 2 the Xn: AI/ML Assistance Data Request message.
5. NG-RAN Node 2 replies with the Xn: AI/ML Assistance Data Response message, where it accepts reporting of the requested information.
6. NG-RAN Node 2 signals the Xn: AI/ML Assistance Data Update message to report the information requested to NG-RAN Node 1.
7. NG-RAN Node 1 may perform AI/ML based inference on the basis of the inputs received and of other information.
8. In order to configure the process of output data reporting, NG-RAN node 2 signals to NG-RAN Node 1 the Xn: AI/ML Assistance Data Request message.
9. NG-RAN Node 1 replies with the Xn: AI/ML Assistance Data Response message, where it accepts reporting of the requested information.
10. NG-RAN Node 1 signals the Xn: AI/ML Assistance Data Update message to report the information requested to NG-RAN Node 2.
11. In order to configure the process of feedback data reporting, NG-RAN node 1 signals to NG-RAN Node 2 the Xn: AI/ML Assistance Data Request message.
12. NG-RAN Node 2 replies with the Xn: AI/ML Assistance Data Response message, where it accepts reporting of the requested information.
13. NG-RAN Node 2 signals the Xn: AI/ML Assistance Data Update message to report the information requested to NG-RAN Node 1.

Similarly to the message sequence chart above, a message sequence chart for the case of AI/ML training at the OAM may be derived.


Figure 2: Example of signalling diagram for execution of AI/ML processes in NG-RAN, case of model training at OAM
In the message sequence chart above, each step can be described as follows:
0. OAM deploys a trained model to NG-RAN Node 1.
1. NG-RAN Node 1 signals to NG-RAN Node 2 an Xn SETUP REQUEST message.
2. NG-RAN Node 2 signals to NG-RAN Node 1 an Xn SETUP RESPONSE message
3. If needed, NG-RAN Node 1 configures measurements at the UE and receives measurement reports accordingly
4. In order to setup the process of input data reporting, NG-RAN node 1 signals to NG-RAN Node 2 the Xn: AI/ML Assistance Data Request message.
5. NG-RAN Node 2 replies with the Xn: AI/ML Assistance Data Response message, where it accepts reporting of the requested information
6. NG-RAN Node 2 signals the Xn: AI/ML Assistance Data Update message to report the information requested to NG-RAN Node 1.
7. NG-RAN Node 1 may perform AI/ML based inference on the basis of the inputs received and of other information.
8.  In order to setup the process of output data reporting, NG-RAN node 2 signals to NG-RAN Node 1 the Xn: AI/ML Assistance Data Request message.
9. NG-RAN Node 1 replies with the Xn: AI/ML Assistance Data Response message, where it accepts reporting of the requested information.
10. NG-RAN Node 1 signals the Xn: AI/ML Assistance Data Update message to report the information requested to NG-RAN Node 2.
11. NG-RAN Node 1 signals feedback information to the OAM.

The procedures above are valid for all the AI/ML use cases addressed so far by RAN3.
Proposal: It is proposed to adopt the procedures above as a Stage 2 description of AI/ML message sequence charts.
 
3. Conclusion
In this paper, proposals have been made regarding a stage 2 description of the message sequence charts for AI/ML for NG-RAN. The proposals have been based on the agreements and progresses on AI/ML in RAN3 so far.
The following observations, conclusions, and proposals have been derived:

Observation 1: The agreements taken at RAN3-117-e imply that a new procedure for the reporting of AI/ML related information, i.e., inputs, outputs, feedback, and training data, shall be introduced.
Observation 2: With the exception of signalling of UE Trajectory Predictions, the use of existing procedures for reporting of AI/ML related information is inefficient and unnecessarily limited.
Conclusion 1: The new procedure to be used for reporting of AI/ML related information is used for all new Inputs, Outputs, Feedback, and Training data introduced in support of AI/ML use cases, except for the UE Trajectory Prediction.
Conclusion 2: UE Trajectory predictions are needed at the time of HO preparation and for this they can be included in the legacy HO Signalling messages.
Conclusion 3: Any existing information that may also be used to support AI/ML in the selected use cases shall continue to be signalled by means of legacy signalling.
Proposal: It is proposed to adopt the procedures above as a Stage 2 description of AI/ML message sequence charts.
In line with the proposal above, a TP to the BLCR to TS 38.300 has been provided below and it is proposed to be agreed.
3. TP to BLCR to TS 38.300

Start of Changes
X.X AI/ML for NG-RAN
The objective of AI/ML for NG-RAN is to improve network performance and user experience, through analysing the data collected and autonomously processed, which can yield further insights, e.g., for Network Energy Saving, Load Balancing, Mobility Optimization.
For the deployments of RAN intelligence, following solutions may be supported:
•	AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
•	AI/ML Model Training and AI/ML Model Inference are both located in the gNB.

The following figure describes the AI/ML based procedures for cases where an AI/ML model is available at the NG-RAN:


Figure x.x-1: Procedure for execution of AI/ML processes in NG-RAN, case of AI/ML model available at the NG-RAN
In the message sequence chart above, each step can be described as follows:
0. NG-RAN Node 1 is assumed to host a trained model.
1. NG-RAN Node 1 signals to NG-RAN Node 2 an Xn SETUP REQUEST message.
2. NG-RAN Node 2 signals to NG-RAN Node 1 an Xn SETUP RESPONSE message.
3. If needed, NG-RAN Node 1 configures measurements at the UE and receives measurement reports accordingly.
4. In order to configure the process of input data reporting, NG-RAN node 1 signals to NG-RAN Node 2 the Xn: AI/ML Assistance Data Request message.
5. NG-RAN Node 2 replies with the Xn: AI/ML Assistance Data Response message, where it accepts reporting of the requested information.
6. NG-RAN Node 2 signals the Xn: AI/ML Assistance Data Update message to report the information requested to NG-RAN Node 1.
7. NG-RAN Node 1 may perform AI/ML based inference on the basis of the inputs received and of other information.
8. In order to configure the process of output data reporting, NG-RAN node 2 signals to NG-RAN Node 1 the Xn: AI/ML Assistance Data Request message.
9. NG-RAN Node 1 replies with the Xn: AI/ML Assistance Data Response message, where it accepts reporting of the requested information.
10. NG-RAN Node 1 signals the Xn: AI/ML Assistance Data Update message to report the information requested to NG-RAN Node 2.
11. In order to configure the process of feedback data reporting, NG-RAN node 1 signals to NG-RAN Node 2 the Xn: AI/ML Assistance Data Request message.
12. NG-RAN Node 2 replies with the Xn: AI/ML Assistance Data Response message, where it accepts reporting of the requested information.
13. NG-RAN Node 2 signals the Xn: AI/ML Assistance Data Update message to report the information requested to NG-RAN Node 1.


The following figure describes the AI/ML based procedures for cases where an AI/ML model is deployed by the OAM:


Figure x.x-2: Procedure for execution of AI/ML processes in NG-RAN, case of AI/ML model deployed by OAM
In the message sequence chart above, each step can be described as follows:
0. OAM deploys a trained model to NG-RAN Node 1.
1. NG-RAN Node 1 signals to NG-RAN Node 2 an Xn SETUP REQUEST message.
2. NG-RAN Node 2 signals to NG-RAN Node 1 an Xn SETUP RESPONSE message
3. If needed, NG-RAN Node 1 configures measurements at the UE and receives measurement reports accordingly
4. In order to setup the process of input data reporting, NG-RAN node 1 signals to NG-RAN Node 2 the Xn: AI/ML Assistance Data Request message.
5. NG-RAN Node 2 replies with the Xn: AI/ML Assistance Data Response message, where it accepts reporting of the requested information
6. NG-RAN Node 2 signals the Xn: AI/ML Assistance Data Update message to report the information requested to NG-RAN Node 1.
7. NG-RAN Node 1 may perform AI/ML based inference on the basis of the inputs received and of other information.
8.  In order to setup the process of output data reporting, NG-RAN node 2 signals to NG-RAN Node 1 the Xn: AI/ML Assistance Data Request message.
9. NG-RAN Node 1 replies with the Xn: AI/ML Assistance Data Response message, where it accepts reporting of the requested information.
10. NG-RAN Node 1 signals the Xn: AI/ML Assistance Data Update message to report the information requested to NG-RAN Node 2.
11. NG-RAN Node 1 signals feedback information to the OAM.

End of Changes
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