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Introduction
In this paper we discuss the migration procedure for mIAB-nodes based on RAN3#117-e agreements and TBCs.
The mobile IAB donor that the co-located IAB-DU connects to may remain unchanged after the IAB-MT HO. 
RAN3 to discuss whether a mobile IAB-DU can execute inter-donor migration, while the co-located mobile IAB-MT stays connected to the same donor before and after the mobile IAB-DU migration.
RAN3 to discuss whether a mobile IAB-DU can execute inter-donor migration, while the co-located mobile IAB-MT executes inter-donor migration.
The mobile IAB-node may perform multiple consecutive partial migrations without inter-donor migration of its mobile IAB-DU. 
When IP connectivity between target IAB-donor DU and source IAB-donor CU is available, and when Xn connectivity between source and target donor CU is available, the Rel-17 partial migration is used as baseline for supporting the F1 transport migration and inter-donor routing when an mobile IAB-DU and its co-located mobile IAB-MT are connected to different donor CUs.
RAN3 to discuss how inter-donor topology adaptation can be supported for mobile IAB in absence of Xn and/or inter-donor IP routability.
RAN3 to discuss whether F1-C transport over NGAP should be supported for inter-donor topology adaptation for mobile IAB. Other use cases where Xn connectivity is not available may be discussed.
For DU migration cases, to execute the handover of the served UEs, the mobile IAB-node concurrently supports two logical mobile IAB-DUs, which have F1AP associations with the source CU and the target CU, respectively.
Cases where Xn connectivity and IP connectivity are not available are FFS
The UEs connected to the mobile IAB-node are handed over from the cell of the logical mobile IAB-DU (i.e., the source logical mobile IAB-DU) that has an F1AP association with the source CU to the cell of the logical mobile IAB-DU (i.e., the target logical mobile IAB-DU) that has an F1AP association with the target CU.
mIAB-DU migration execution
At the RAN3#117-e meeting it was agreed that the IAB donor serving an mIAB-DU may remain unchanged after the mIAB-MT’s inter-donor HO. The relevant agreements are:
RAN3 to discuss whether a mobile IAB-DU can execute inter-donor migration, while the co-located mobile IAB-MT stays connected to the same donor before and after the mobile IAB-DU migration.
RAN3 to discuss whether a mobile IAB-DU can execute inter-donor migration, while the co-located mobile IAB-MT executes inter-donor migration.
According to the first agreement, it remains to be discussed whether the opposite holds, i.e., whether the mobile IAB donor serving the mIAB-MT may remain unchanged after the mIAB-DU migration.
The meaning of concurrent execution of mIAB-MT inter-donor HO and mIAB-DU migration should be clarified first. 
The mIAB-DU inter-donor migration consists of three phases:
· Phase 1: Setup of F1 from the second logical mIAB-DU to the second donor CU.
· Phase 2: Inter-donor HO of served UEs.
· Phase 3: Removal of F1 from the first mIAB-DU to the first donor CU.
In our understanding, concurrent execution refers to the case where the mIAB-MT inter-donor HO is executed between any two of the Phases 1, 2, and 3 of mIAB-DU migration. The scenario where the mIAB-MT inter-donor HO is executed during any two of the Phases 1, 2, and 3 of mIAB-DU migration should be precluded due to high complexity and vulnerability to failures. All three phases require the use of IP addresses, and if any of the migration phases would coincide with the mIAB-MT HO, this would mean that the IP addresses used for the communication between mIAB-DUs and the first/second donors would change in the middle of, e.g., F1 setup or UE HO.
Hence, based on the first agreement, RAN3 should consider the following two options for migration of mIAB-DU:
· Option 1: Concurrent execution of mIAB-MT inter-donor HO and mIAB-DU migration, where the mIAB-MT inter-donor HO is executed between any two (out of three) phases of mIAB-DU migration.
· Option 2: Sequential execution of mIAB-MT inter-donor HO and mIAB-DU migration, where the inter-donor mIAB-DU migration can be executed some time before or sometime after the mIAB-MT inter-donor HO.
We see more than a few reasons why concurrent execution should be avoided.
· Concurrent execution means that the mIAB-DU can be migrated only when it is time to execute the mIAB-MT HO. In our view, the mIAB-DU migration should be executed only when the radio conditions are stable, which is certainly not the case during a radio HO of the co-located mIAB-MT.
· Sequential execution allows the freedom to the network to migrate the mIAB-DU whenever it is suitable and needed. For instance, a good time to migrate the mIAB-DU is when the mIAB-MT is in a macro cell (and the mIAB-MT HO is not imminent), while a bad time for mIAB-DU migration is when the mIAB-MT is in a picocell.
· The execution time of mIAB-MT inter-donor HO is significantly shorter than the execution time of mIAB-DU migration. Hence, the time savings of executing them concurrently, instead executing one (immediately) after the other, are marginal.
· With sequential execution, any potential failures of the mIAB-MT HO and mIAB-DU migration become independent.
· For example, the mIAB-DU migration failure only affects the mIAB-DU migration – there is no need to roll back the mIAB-MT to the source cell just because the mIAB-DU migration failed (if possible, at all, since the mIAB-MT is moving).
· The mIAB-MT inter-donor HO implies the change of IP addresses of the mIAB-node. This means that, compared to the sequential execution, the concurrent execution requires additional IP address reconfigurations. For example, executing the mIAB-MT HO after Phase 1 of mIAB-DU migration means that the IP addresses used by the second mIAB-DU for its F1 connection need to be changed shortly after IPsec/SCTP/F1 setup.
· As per current specifications, the UA messages for a UE shall be sent via the same SCTP association, so the mIAB-MT HO should not occur in the middle of a UE HO. This is likely to happen during concurrent execution. 
Observation 1: The drawbacks of concurrent execution of mIAB-DU migration and mIAB-MT inter-donor handovers are at least the following:
· Concurrent execution means that the mIAB-DU can be migrated only when it is time to execute the mIAB-MT HO. 
· The time savings of concurrent execution compared to sequential execution (i.e., executing the two (immediately) one after the other) are marginal.
· Compared to the sequential execution, concurrent execution requires additional DU IP address reconfigurations in the middle of mIAB-DU migration.
Observation 2: Sequential execution of mIAB-DU migration and mIAB-MT inter-donor handovers has at least the following benefits:
· It allows to the network the freedom to execute the mIAB-DU migration when suitable and needed, rather than executing it only when mIAB-MT HO is needed.
· Any potential failures of the mIAB-MT HO and the mIAB-DU HO become mutually independent.
Based on the above we conclude that the specifications should support sequential execution of mIAB-DU migration and the mIAB-MT HO and preclude the concurrent execution. It should be possible to execute the two one after the other, where the time in between the two should be up to implementation. Note that the RAN3#117-e agreement allows multiple consecutive mIAB-MT inter-donor HOs without executing the mIAB-DU migration.
Proposal 1: The mIAB-DU inter-donor migration can be executed either before or after the handover of the co-located mIAB-MT. The interval between the two executions is up to network implementation.
At the RAN3#117-e, it was proposed to support the scenario where the mIAB-DUs are served by an anchor CU, similar to the “m-CU” described in the SA2 TR 23.700-05. In this approach, the mIAB can be served by a dedicated anchor donor CU covering a large area (e.g., an entire city), where the mIAB can maintain the F1 connection to the anchor CU during the time the mIAB is located within this area. Meanwhile, as the mIAB moves within the area of the anchor CU, the mIAB-MT can be handed over between donor CUs, as needed, and as dictated by the radio conditions. In that respect, the larger the area an anchor CU covers, the less frequently the mIAB-DU migration would have to be executed. On the other hand, it should not be mandated that the mIAB-MT shall always connect to the anchor CU serving the mIAB-DU. The mIAB-MT should rather connect to a donor CU whose descendant IAB-DU offers the best radio signal quality.
Proposal 2: The mIAB-MT and the mIAB-DU part of an mIAB-node can connect to and can be handed over to different donor CUs.

mIAB-node migration procedure
As long as the mIAB-DU maintains the F1 with the “anchor” CU, the NR-CGIs of the cells served by the mIAB-DU remain the same. Certain parameters of the mIAB-DU’s cells may need to be reconfigured as the mIAB moves within the area, but the specifications already support the update of these parameters, so no impact to UE behaviour or performance is foreseen in this case. Moreover, having to create a new logical cell and hand over all the UEs at every radio HO of IAB-MT would be avoided. 
A scenario involving an anchor-CU (m-CU) is shown in Figure 1.
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Figure 1: The anchor-CU approach to mIAB-node migration.

The following baseline can be considered by RAN3: 
1. The mIAB-MT connects to a donor CU, e.g., to a donor CU serving the parent IAB-node/donor DU. 
2. The mIAB-DU establishes/maintains the F1 connection to an anchor-CU.
3. The donor CU serving the mIAB-MT coordinates with the anchor-CU using Rel-17 partial migration procedure, to enable F1 transport migration of the traffic to/from the mIAB-DU.
4. When the mIAB-MT is handed over to another donor CU, the new donor CU is provided the configuration necessary for relaying the F1 traffic of the mIAB-node to/from the anchor-CU. The same principle can be applied for subsequent inter-donor HOs of the mIAB-MT.
5. Once the mIAB-node approaches the border of the area under the anchor-CU, the mIAB-DU is handed over to another anchor-CU.
Proposal 3: Adopt the above steps 1-4 as the baseline for the mobile IAB-node migration procedure.

mIAB-node migration in absence of Xn connectivity 
The following RAN3#117-e agreements and TBCs are relevant for the discussion about XnAP and IP connectivity between mIAB donors:
RAN3 to discuss how inter-donor topology adaptation can be supported for mobile IAB in absence of Xn and/or inter-donor IP routability.
RAN3 to discuss whether F1-C transport over NGAP should be supported for inter-donor topology adaptation for mobile IAB. Other use cases where Xn connectivity is not available may be discussed.
For DU migration cases, to execute the handover of the served UEs, the mobile IAB-node concurrently supports two logical mobile IAB-DUs, which have F1AP associations with the source CU and the target CU, respectively.
Cases where Xn connectivity and IP connectivity are not available are FFS
The mobile IAB-node may perform multiple consecutive partial migrations without inter-donor migration of its mobile IAB-DU. 
An implication of the third agreement is that, for the consecutive mIAB-MT HOs, inter-donor coordination is needed between:
· The donor CU serving the mIAB-DU and the target donor CU for the inter-donor HO of the mIAB-MT.
· The donor CU serving the mIAB-MT and the target donor CU for the mIAB-DU migration.
However, direct XnAP connectivity between the donor CU serving the mIAB-DU and the donor CU serving the mIAB-MT cannot always be guaranteed. It is therefore necessary to support inter-donor coordination via NGAP. It can be further discussed whether NGAP handover signalling or RAN Information Management (RIM) function can be used.
Proposal 4: Support NG-based inter-donor coordination to enable inter-donor communication between the donor serving the mIAB-DU and the donor serving the mIAB-MT in inter-donor topology adaptation. FFS whether NGAP handover signalling or RAN Information Management (RIM) function are used.
In addition to the NG-based solution, we think that additional options are worth considering, such as:
· Xn-based forwarding, where a donor CU with an XnAP connection to both the mIAB-DU’s donor and the mIAB-MT’s donor can relay the XnAP messages between the donors.
· Using the mIAB-node as the relay for communication between the donors.
Proposal 5: Consider the following options for communication between the mIAB-DU’s and mIAB-MT’s donor:
· Xn-based forwarding, where a donor CU with an Xn connection to the mIAB-DU’s donor and the mIAB-MT’s donor can relay the XnAP messages between the donors.
· Using the mIAB-node as the relay for communication between the donors.

Conclusion
[bookmark: _In-sequence_SDU_delivery]This paper discusses the support for IAB-node mobility. The following is observed and proposed:
Proposal 1: The mIAB-DU inter-donor migration can be executed either before or after the handover of the co-located mIAB-MT. The interval between the two executions is up to network implementation.
Proposal 2: The mIAB-MT and the mIAB-DU part of an mIAB-node can connect to and can be handed over to different donor CUs.
Proposal 3: Adopt the above steps 1-4 as the baseline for the mobile IAB-node migration procedure.
Proposal 4: Support NG-based inter-donor coordination to enable inter-donor communication between the donor serving the mIAB-DU and the donor serving the mIAB-MT in inter-donor topology adaptation. FFS whether NGAP handover signalling or RAN Information Management (RIM) function are used.
Proposal 5: Consider the following options for communication between the mIAB-DU’s and mIAB-MT’s donor:
· Xn-based forwarding, where a donor CU with an Xn connection to the mIAB-DU’s donor and the mIAB-MT’s donor can relay the XnAP messages between the donors.
· Using the mIAB-node as the relay for communication between the donors.

2

image1.png
(c1{)




image2.svg
         


image3.png




image4.svg
    


