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1	Introduction	
CB: # AIRAN1_General_Stage2
- General procedure design for AI/ML including CU-DU split architecture and focus on common part
- Coverage on the Stage2 AI/ML RAN function, e.g., definition, AI/ML functional framework
- Other stage2 issues, e.g., AI related infor exchange over NG, user consent, AI for NR-DC?
- Capture agreements and open issues 
- Provide stage2 CRs if possible
(CMCC - moderator)
Summary of offline disc R3-225013

The deadline for the first phase of the email discussion is 17th Aug (Wednesday) 23:59 UTC.
The deadline for the second phase of the email discussion is 19th Aug (Friday) 06:00 UTC.

2	For the Chairman’s Notes
[bookmark: _Hlk111801009]Proposal 1: Not to capture the flow charts right now, can be considered after the standard impacts are identified.
Proposal 2: Both non-split architecture and split architecture are in scope. Focus on the non-split architecture first. Split architecture should be specified after the work of non-split architecture.
Proposal 3: Further discuss on whether exchange the AI/ML capability over Xn interface and the detailed capability.
Proposal 4: Capture the Abbreviations of AI/ML in TS38.300.
Proposal 5: Capture the general introduction of AI/ML in TS38.300 (in draft CR R3-225110).
Proposal 6: Focus on Xn interface first, FFS on NG.
Proposal 7: Further discuss on the user consent issues.
Proposal 8: Further discuss on whether to send LS to SA3 to consult the user consent issues.
Proposal 9: Start from SA and then consider DC.


3 Discussion (Phase 2) 
Q1: Companies are invited to provide comments on proposals above from the 1st round discussions.
	Company
	Agree/Disagree
	Comments/update wording

	Nokia
	Proposal 1: Agree
Proposal 2: Agree
Proposal 3: Agree
Proposal 4: Agree
Proposal 5: Agree (with some wording updates)
Proposal 6: Agree
Proposal 7: Disagree
Proposal 8: Disagree
Proposal 9: Agree

	On proposals 7 and 8, we acknowledge that there is a Rel.18 SA3 study with the objective to investigate potential issues and solutions of user consent on eNA in case of roaming, MEC in case of roaming, NTN and AI/ML for NG-RAN. However, we do not see any risk or concern to send an LS to SA3 to describe the issues we have identified in RAN3 with the current user consent framework for the solution where Model Training is in OAM. An LS could only speed up the progress in both groups. 


	Lenovo
	All agreeable
	Proposals reflect the discussion quite well. Few are not our preference but acceptable. 

	Samsung
	Agree except P2
	For 2, both non-split architecture and split architecture are in scope as the WID states:
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]“Specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3)”
Although preferring to discuss non-split and split architectures in parallel, it is acceptable to study non-split first. For this proposal, we need to clearly state that both two architectures are in scope, and split architecture should be studied after the study for non-split one.
So suggest to reword the P2 as
“Both non-split architecture and split architecture are in scope. Focus on the non-split architecture first. Split architecture should be studied after the study of non-split architecture.” 

	Intel
	Agree with all proposals
	

	LGE
	Agree with all proposals
	

	CMCC
	Agree with all proposals
	

	Qualcomm
	All proposals agreeable with rewording to P2
	Proposal 2 – same comment as Samsung. Please mention Split architecture will be studied later

	CATT
	All except proposal 2
	Similar view as Samsung

	ZTE
	All except proposal 2
	Agree with SS. Since this is WI phase, and not SI phase, the proposal from SS should be refined as
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]“Both non-split architecture and split architecture are in scope. Focus on the non-split architecture first. Split architecture should be studied discussed after the study work of non-split architecture.”

	Samsung1
	
	Thanks ZTE for P2 refinement!
“Specified” seems more suitable for WI as
[bookmark: _Hlk111824252]“Both non-split architecture and split architecture are in scope. Focus on the non-split architecture first. Split architecture should be studied discussed specified after the study work of non-split architecture.”

	Huawei
	Agree all with some minor update
	For P6: Focus on Xn interface first, potential NG impacts could be discussed if time allows.
Focus on Xn interface first, FFS on NG.

	Ericsson
	Agree: 1, 2, 3, 4, 9
	Regarding 4 and 5 we believe we should first progress with the solutions discussion and then draft abbrqeviations and text to be added to TS38.300. We however agree that some description will need to be added in TS38.300.
With respect to 7 and 8 we could rephrase the proposals and leave the user consent topic as to be continued to give more time to companies to elaborate on feedback received at this meeting.



Moderator’s summary
Majority companies accept proposals except P1, P3, P4, P5, P6 and P9. 
P2 is revised to: Both non-split architecture and split architecture are in scope. Focus on the non-split architecture first. Split architecture should be specified after the work of non-split architecture.
P6 is revised to: Focus on Xn interface first, FFS on NG.
P7 is revised to: Further discuss on the user consent issues.
P8 is revised to: Further discuss on whether to send LS to SA3 to consult the user consent issues.


Q2: Companies are invited to provide their views on the draft CR to 38.300.
	Company
	Comments and Suggestions

	Lenovo
	Only one concern, would it be too early to write in the TS that we support OAM training and deploying the AI model to RAN?  Since SA5 will study the AI model deployment etc. as described in their SID SP-211443 as below, 
[image: ]

	Samsung
	AI/ML algorithms are the training algorithms (such as supervised learning, Q-learning, etc.) to generate the model, which are out of scope. So suggest to delete the “algorithm” in the first sentence.  
For CU-DU split architecture part, it should be captured in 38401 instead of 38300. 
For others, please see the revision in the draft CR.

	Huawei
	In general fine, some further updates might be needed pending on online discussions.

	Ericsson
	We think it is too early to agree to an exact text for stage 2, given that we have not even taken a single agreement for the WI.


Moderator’s summary
The CR is revised based on companies’ comments.
3 Discussion (Phase 1)
As per the guidance from the chair, the first round of the CB will be structed as follows:
· General procedure design for AI/ML including CU-DU split architecture and focus on common part
· Coverage on the Stage2 AI/ML RAN function, e.g., definition, AI/ML functional framework
· Other stage2 issues, e.g., AI related infor exchange over NG, user consent, AI for NR-DC

3.1 General procedure design for AI/ML
In [4], [5], [7], [9], [13], [17] the general procedures based on TR37.817 are discussed and proposed for AI/ML for non-split architecture, where both the Model Training at OAM and training at NG-RAN are covered. Since the procedures are quite similar, moderator would suggest to start the discussion based on following procedures, where companies’ opinions are taken into consideration:
[bookmark: _Toc97840232]AI/ML Model Training at NG-RAN
A high-level signalling flow for the AI/ML use case related to Network Energy Saving, Load Balancing and Mobility Optimization with Model Training and Model Inference in a NG-RAN node is shown in Figure below.


Figure x.x.  Model Training and Model Inference at NG-RAN
Step 1: UE sends the measurement report(s) to NG-RAN node 1.
Step 2: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model training. 
Step 3: NG-RAN node 1 trains AI/ML model based on collected data. NG-RAN node 2 is assumed to have AI/ML model optionally, which can also generate predicted results/actions.
Step 4: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference. 
Step 5: UE sends the UE measurement report(s) to NG-RAN node 1. 
Step 6: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output. 
Step 7: NG-RAN node1 transfers the predicted information to NG-RAN node2, maybe response to the request from NG-RAN node2. 
Step 8: NG-RAN node 2 provides feedback to NG-RAN node 1, maybe response to the request from NG-RAN node1.

[bookmark: _Toc97840231]AI/ML Model Training at OAM
A high-level signalling flow for the AI/ML use cases related to Network Energy Saving, Load Balancing and Mobility Optimization with Model Training in OAM and Model Inference in NG-RAN is shown in Figure below.


Figure x.x. Model Training at OAM, Model Inference at NG-RAN
Step 1: The UE sends the measurement report message(s) to NG-RAN node 1.
Step 2: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. 
Step 3: NG-RAN node 2 (assumed to have an AI/ML model optionally) also sends input data for Model Training to OAM.
Step 4: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models.
Step 5: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 scope.
Step 6: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference. 
Step 7: UE sends the UE measurement report(s) to NG-RAN node 1. 
Step 8: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s). 
Step 9: NG-RAN node1 transfers the predicted information to NG-RAN node2, maybe response to the request from NG-RAN node2. 
Step 10: NG-RAN node 1, NG-RAN node 2 provides feedback to OAM

Q1: Companies are invited to provide views on whether agree to capture above general procedures for AI/ML for non-split architecture? If yes, which spec do you think to capture the procedures?
	Company
	Yes/No
	Reasons/Comments/Suggestions 
(e.g., capture procedures in TS38.300, 38.401, …)

	Nokia
	Yes but under explanation
	We think that some text description is needed in TS 38.300, but we don’t support the inclusion of the figures above describing separately the solutions where Model Training is in OAM and in the RAN. Besides, these figures involve a lot of unnecessary duplication in the description since essentially the only thing that really changes is that data for Model Training is collected at a different network entity (OAM as opposed to RAN).

	Ericsson
	No
	Stage 2 flow charts are normally provided with respect to specific use cases and using real procedure names. The generic procedures described above are subject to interpretation, i.e. the mapping with the exact procedures is not clear, the mapping with the exact node is not clear. It is therefore difficult to see the utility of such descriptions. Also there would be misinterpretations due to, e.g. that fact that data reporting (inputs, outputs, feedback) is not subject to subscription (i.e. to a reporting initiation procedure).
Similarly to Nokia, we believe there may be the need for a stage 2 description but not of this kind.

	Huawei
	Yes but…
	We agree to capture stage 2 descriptions of how RAN AI/ML is operated in general, but we are not sure if we should have to capture such flow charts, since most of them are based on existing procedures, i.e. no additional spec impacts; in addition, the option of Model Training at OAM and Model Inference at NG-RAN was agreed, but the detailed procedure is still pending on the outcome of SA5.
We would suggest we could try to capture general stage 2 descriptions in 38.300, including both options, corresponding use cases, etc. 

	Lenovo
	Yes, with comment
	The procedure description could be updated considering the future progress w.r.t the signalling name etc. Also, some description about each use case, i.e., energy saving, traffic offloading, mobility optimization, could be also helpful.
For non-split architecture, the general procedure can be captured in 38.300. 

	Qualcomm
	Yes, but
	We can capture general text detailing AI/ML and the use case supported in NG-RAN in 38.300 without flow chart.
Use Case specific flow chart can be captured in 38.401. Not the general flow chart.

	Samsung
	Maybe not
	Same view with E///. The stage 2 describes the flow of stage3 procedures. The current figures just show the general AI/ML working flow, which are not fit for the normal stage 2 manner. After the specific impacts are identified, detailed flow charts can be captured then.

	Intel
	See comment
	1. From stage-2 procedure point of view, since the UE measurement report is based on existing MDT procedure, it is either event-triggered or periodically reported to the network. Therefore, no need to use separate steps to show whether UE measurement is used for model training or model inference, i.e. there’s no need to duplicate step 1/5 in model training/inference at NG-RAN and step 1/7 in model training at OAM, model inference at NG-RAN. 
2. For step 2/4 in NG-RAN procedure, in TR37.817, the collected data used for model training and model inference are the same, i.e. input data. Therefore, we don’t think the general procedure needs to capture separate steps for AI/ML data collection. Additionally, it is still not clear how to collect input data from neighbouring NG-RAN node, either based on request/response or send to the neighbouring NG-RAN node by default. We would like to suggest using a box “input data collection” at this stage and replace with the exact message in later stage. The input data includes both current status and predicted information required for model training and model inference.
3. There’s action required at UE side for all three use cases, e.g. handover. Such action/procedure is missing in the above figures.
4. similar view with Samsung and Ericsson, the exact message and procedures needs to be reflected in the stage-2.
For specification, we think TS38.300 is more appropriate to capture AI/ML for non-split architecture, as normally TS38.401 captures general aspects if there’s any impact on F1/E1 interfaces.

	CATT
	Yes, but
	We think introducing a couple of flow chart can give a full picture on how AI/ML may work in NG-RAN and we think TS38.300 is the proper spec to capture it.
However, for the details of the flowchart, we think further discussion is needed.

	China Telecom
	Yes, but…
	We agree to add some stage-2 descriptions in TS38.300 for non-split architecture, however the proposed flow chart is not suitable. Similar as Samsung comments, the current figures are not fit for the normal stage 2 manner. We think we can add the general description in TS38.300 first, and then evaluate whether to add flowchart after we finished the AI-related signalling design.

	LGE
	Maybe not
	We have a similar view as Ericsson and Samsung. 

	InterDigital 
	Not yet
	Our view is similar to Ericsson, Samsung, LGE, once we have decisions on the messages used then something like this could be valid. 

	ZTE
	Yes, with comments
	We think it is good to capture the general flow charts for the AI/ML function for a good vision for AI/ML RAN. Regarding three use cases in the TR 37.817, we can acknowledge that there are common procedures across these use cases, (e.g., input message from neighbour NG-RAN nodes or UE, feedback message). 
And for the detailed procedures and messages, we can wait for stage-3 progress.

	CMCC
	Yes, with comment
	Share the same view with CATT that flow charts could give a whole picture on how AI/ML works in NG-RAN, but as mentioned by Samsung, the current figures are not stage 2-like enough. Maybe we can discuss the detailed figures after the spec impacts are identified.

	AT&T
	Maybe not
	Agree with multiple companies that general text in 38.300 without flow charts is preferred, with use-case specific flow charts captured later once the stage 3 details are finalized.

	Deutsche Telekom
	Maybe not
	We share a similar view as several other companies. Current message flows are not in a format usually used in TS 38.300. We are in favor to have some general text describing the AI/ML-related procedures. 

	Verizon
	Maybe not
	Share the same view as E/// and SS.  Would prefer more specific flow chart and description per each use case to general ones.


Moderator’s summary
16 inputs received, where about half number of companies think it is good to capture stage 2 descriptions of how RAN AI/ML is operated in TS38.300. But as mentioned by some companies, current flow charts are not in a format usually used in TS 38.300, and after the specific impacts are identified, detailed flow charts can be captured then. So, it is proposed:
Proposal 1: Not to capture the flow charts right now, can be considered after the standard impacts are identified.

Furthermore, a procedure for CU-DU split architecture is proposed in [5]. To align the procedure with above non-split architecture, moderator would like to suggest that we first focus on the non-split architecture and then involve CU-DU split architecture when the procedure of non-split architecture is stable enough.
Q2: Companies are invited to provide views on whether agree to focus on the non-split architecture first and then involve CU-DU split architecture when the procedure of non-split architecture is stable?
	Company
	Yes/No
	Reasons/Comments/Suggestions 

	Nokia
	Yes
	We support focusing on the non-split architecture, also since CU-DU split architecture was not considered during the study. 

	Ericsson
	Yes, but
	We prefer to focus on non-split architecture. It has already been agreed in TR37.817 that Model Training and Model Inference functions are hosted at gNB-CU-CP, hence there is no further discussions to take on RAN split architecture. Quote from TR37.817:
“Furthermore, for CU-DU split scenario, following option is possible:
-	AI/ML Model Training is located in CU-CP or OAM, and AI/ML Model Inference function is located in CU-CP”

	Huawei
	In general yes
	We agree to focus on the non-split architecture, but seems there are also proposals on F1 and E1, which in our understanding, should be discussed case by case.

	Lenovo
	See comment
	General procedure for both non-split or split architecture can be maintained and updated in parallel. Both are expected to be updated when RAN3 has clearer view on the signalling design and what shall be exchanged. 

	Qualcomm
	Yes
	Non-Split architecture can be specified first. Split architecture can be considered later.

	Samsung
	Prefer parallel
	If focusing on the non-split architecture firstly, some work may need to re-open to discuss the split architecture after finishing non-split one. So prefer to study in parallel. From the proposals submitted for this meeting, it can be seen there may exists F1 and E1 impact for resource status prediction and UE traffic prediction. 

	Intel
	Yes
	Agree to focus on non-split arch first. If any impact identified over F1 and E1 interface, we can then work on split architecture.

	CATT
	Same view as Lenovo
	

	China Telecom
	Yes
	Same view with Qualcomm.

	LGE
	Yes
	We have the same view as Qualcomm.

	InterDIgital
	Yes 
	Our view is basically aligned with Qualcomm et.al.

	ZTE
	Yes
	We can firsty discuss how to support AI/ML function in non-split architecture. After we have a good understanding how to desgin the procedures in non-split architecture, some similar mechanisms could be leveraged in F1/E1 interface.

	CMCC
	Yes
	Non-split architecture should be discussed first.

	AT&T
	No
	We agree with Samsung that work for both architectures can proceed in parallel and F1/E1 proposals discussed on a case-by-case basis.

	Deutsche Telekom
	Yes
	We have a preference to start with non-split architecture. The following extension to split architecture should be straight-forward as only CU-CP is the function involved for AI/ML. 

	Verizon
	No
	Same view as AT&T and SS.  Would prefer in parallel.


Moderator’s summary
11 of 16 companies prefer to focus on the non-split architecture first, and 5 companies suggest that work for both architectures can proceed in parallel. Since majority companies preferred start from non-split architecture, it is proposed that: 
Proposal 2: Focus on the non-split architecture first.

In [9][13], it is further proposed that before requesting the predicted data from neighboring NG-RAN node(s), the source NG-RAN node should first request AI/ML capability from a neighboring NG-RAN node. The capability could be e.g., supporting energy efficiency prediction and resource status prediction.
In [17], it is proposed to signal over the Xn interface which use cases are supported with AI/ML by the NG-RAN node.
Q3: Companies are invited to provide views on whether agree that source NG-RAN node should first request AI/ML capability from a neighboring NG-RAN node? If yes, what kind of capabilities should be signal over the Xn interface?
	Company
	Yes/No
	Reasons/Comments/Suggestions 
(e.g., detailed capabilities if yes)

	Nokia
	No
	It makes sense that a node indicates to its neighbours some information about its available/supported models. But we should avoid requesting of AI/ML capability as such.  

	Ericsson
	Yes
	We propose that the AI/ML use cases supported by an NG-RAN node are signalled over Xn. This could improve the AI/ML data subscriptions process as NG-RAN nodes would request data for a given use case only to nodes that support that use cases.
We do not think that signalling the types of predictions a node supports is scalable. At the increase of standardized prediction values, such list of supported predictions will also increase. 

We do not believe that signalling details such as supported models, model types, model details would work either because it exposes sensitive information.

	Huawei
	Maybe not
	We think the request for AI/ML related info, e.g predicted info, would implicitly indicate the capability of supporting AI/ML training or inferencing, there is no need to explicitly request for a node capability, needless to say, we may also have cause values… 

	Lenovo
	See comment
	It seems a general question about if a NG-RAN node should know the capability of a neighbour NG-RAN, and how. Conventionally, it can be done by OAM when configuring the NG-RAN nodes. We are open to discuss if any capability information needs to be exchanged over Xn interface. 

	Qualcomm
	Yes
	The neighbouring nodes can exchange information on what are the AI/ML use cases supported by the nodes and whether it hosts AI/ML training and inference. This information is useful to send relevant subscriptions to the Nodes, as the training is also dependent on the inputs received from the neighbouring nodes, the anchor node needs to know the AI/ML capabilities of the neighbouring nodes.

	Samsung
	Seems no need
	It seems there is no need for the capacity requesting. For one specific AI/ML related request, if the node do not have the AI/ML model, it can reject the request. For example, regarding to resource status prediction, when receiving the resource status prediction request, the node can reject the request if no resource status prediction model. Thus, there is no need to bring in additional capacity exchange.

	Intel
	Yes
	Requesting the AI/ML capability before the actual AI/ML model training and inference take place could help to reduce the signalling overhead of unnecessary data request, especially for predicted information as input information. 
Since some predicted information as input are common for all three use cases, and the requesting NG-RAN node may use the prediction information for different purposes (i.e. NG-RAN node may use the predicted information for a different AI/ML use case from the neighbouring NG-RAN node), we think there’s no need for the requesting NG-RAN node to understand which use case is supported by its neighbouring NG-RAN node.
As long as the neighbouring NG-RAN node could provide such predicted information generated by AI/ML models, the requesting NG-RAN node doesn’t need to know which use case generates such information.
Additionally, even the neighbouring NG-RAN node support one AI/ML use case, it doesn’t mean the predicted information is generated as the output in that neighbouring NG-RAN node, as such output are not mandatory, and also depends on the AI/ML model implementation. 
Therefore, we think it’s better to specifically request the capability of providing predicted data, rather than use case.

	CATT
	Maybe not
	Maybe we can rely on the error handling mechanism to cope with RAN node capabilities, just like what we did when introducing many other features.

	China Telecom
	Yes
	It is benefit for the current node to know the AI capabilities for neighboring nodes if it wants to initiate one or more AI-assisted predications. 
At least the supported use cases need to be exchanged over Xn interface, once the NG-RAN node is aware of the use cases supported by the neighboring nodes, it can make timely decisions and avoid unnecessary AI related signallings.

	LGE
	Yes
	It is beneficial that the NG-RAN node that performs the AI/ML model training and model inference knows its neighboring NG-RAN nodes’ AI/ML capability before executing it. If not, this node cannot obtain the input data for model training and model inference and can cause unnecessary signaling.

	InterDigital
	Yes 
	Similar thoughts as Qualcomm and Ericsson

	ZTE
	Yes, but see comments
	We acknowledge that AI/ML capability should be exchanged between NG-RAN nodes. When the source NG-RAN nodes need to obtain the predicted resource status from neighbour NG-RAN nodes, the source NG-RAN nodes should know neighbour NG-RAN nodes has the capability to perform AI/ML models.
But we think the capability could be enumerate (true or false). If the capability is supporting energy efficiency prediction and resource status prediction, etc, it can be indicated in the request message, when targert NG-RAN nodes cannot provide predicted information, it can response the failure message.

	CMCC
	Maybe not
	It seems that explicit signaling is unnecessary since implicit way and error handling mechanism could work.

	AT&T
	Yes
	Agree with Qualcomm and Intel. Capability exchange can be used to optimize use-case specific training and inference signaling.

	Deutsche Telekom
	Yes
	We also share Qualcomm’s and Intel’s views on capability exchange. This exchange should be performed on capability level, not on use case level supported by the node.

	Verizon
	Yes
	Such capability info exchange will lead to more intelligent decisions out of the model.



Moderator’s summary
8 of 16 companies prefer to exchange the AI/ML capability over Xn interface. But there are diverse views on the detailed capability, e.g., supported use cases, supporting energy efficiency prediction and resource status prediction. Since the support of the capability is not sufficient enough, it is proposed that: 
Proposal 3: Further discuss on whether exchange the AI/ML capability over Xn interface and the detailed capability.

3.2 Stage2 AI/ML RAN function, e.g., definition, AI/ML functional framework
In [1] [3][6][7][11][12][14][16], it is generally proposed to capture the AI/ML NG-RAN definitions, abbreviations and functional framework in TS38.300 and corresponding CRs are provided.
Definitions: 
Data collection: Data collected from the network nodes, management entity or UE, as a basis for AI/ML model training, data analytics and inference.
AI/ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs 
AI/ML Training: An online or offline process to train an AI/ML model by learning features and patterns that best present data and get the trained AI/ML model for inference.
AI/ML Inference: A process of using a trained AI/ML model to make a prediction or guide the decision based on collected data and AI/ML model.
Abbreviations:
AI	Artificial Intelligence
ML	Machine Learning

Q4: Companies are invited to provide views on whether agree to capture above definitions and Abbreviations in TS38.300?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Nokia
	Yes
	We support capturing those abbreviations and definitions in TS 38.300.

	Ericsson
	No
	Stage 2 does not provide the description of a functional framework and it should not do so. 
Have we ever defined in Stage 2 what a generic “SON function” is? Or what it does and where it resides in? No. We have always described the logical node behaviour when specific functions are at work.
Hence, Stage 2 should describe logical nodes and their interactions, it should describe which information is needed where and why. Anything that moves away from the officially agreed RAN architecture (i.e. that moves away from a description in terms of logical nodes) creates ambiguity as it is not unequivocally explained to which logical node a certain function corresponds or which procedure is involved or which piece of information the function relies on.

	Huawei
	Yes
	We agree to introduce necessary definitions and abbreviations, as to the details or wording, we could continue to discuss during CR drafting phase.

	Lenovo
	Yes
	

	Qualcomm
	Yes
	

	Samsung
	Yes
	These basic abbreviation and definitions for AI/ML function are needed.

	Intel
	Yes
	

	CATT
	Partly Yes/no
	We think these functions can be explained in a separate section, rather than in definition.
For AI/ML related terms, our view is that it does not belong to wireless communication area and maybe better not defined in our spec.

	China Telecom
	Yes
	

	LGE
	Yes
	

	ZTE
	Yes
	The abbreaviation and definitions of AI/ML in the TR37.817 should be reflected in the stage2 spec.

	CMCC
	Yes
	Wording could be further discussed during CR drafting phase.

	AT&T
	Yes
	

	Deutsche Telekom
	Depends
	The inclusion of the definitions in St2 depends on the text that will be finally included for describing AI/ML-related procedures (see discussion on Q1).
We can discuss that topic in a later stage of the WI.  

	Verizon
	Yes
	


Moderator’s summary
13 of 15 companies support to capture above definitions and Abbreviations in TS38.300. It is found that the definitions are related to the Functional framework which will not be captured in the spec based on majority views. So, it is proposed that only the Abbreviations are captured in TS38.300. 
Proposal 4: Capture the Abbreviations of AI/ML in TS38.300.

General introduction and Functional framework
In [12], following general introduction is provided:
5G networks are expected to meet the challenges of consistent optimization of increasing numbers of key performance including latency, reliability, connection density, user experience, etc. The objectives of the function is to utilize the AI/ML algorithm as a powerful tool to help operators to improve the network management and the user experience, through analysing the data collected and autonomously processed that can yield further insights., especially for Network Energy Saving, Load Balancing, Mobility Optimization, etc.
For the deployments of RAN intelligence, the AI/ML Model Training and AI/ML Inference can both be located in the OAM, or the AI/ML Model Training can be located in the OAM and AI/ML Model Inference can be located in the gNB, or the AI/ML Model Training and AI/ML Model Inference can both be located in the gNB.

Furthermore, many companies propose to capture the Functional framework in TR37.817 into TS38.300.

Q5: Companies are invited to provide views on whether agree to capture above General introduction and Functional framework in TR37.817 into TS38.300?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Nokia
	Not exactly
	We don’t support capturing the Functional Framework from TR 37.817 in TS 38.300 since as per the SI conclusion it should just be used as a guideline in normative phase. 
Regarding the text from [12], it is OK to keep some text on the objectives of the AI/ML function but it is not correct that this is “especially” for Network Energy Saving, Load Balancing and Mobility Optimization; those were just a limited set of use cases we considered.
We could also have some text to discuss the 2 deployment options we studied. (We did not consider cases where Model Training and Model Inference are both in OAM so this part does not need to be mentioned.)
 

	Ericsson
	No
	We agree with Nokia that the Functional Framework should not be captured in the specifications, first because the agreements from the SI are that it would only be used as guideline, and also because the Stage 2 does not describe functional architectures but logical architectures. The functional framework is subject to many interpretations that would lead to interoperability issues.
With respect to the text above we do not think this is strictly needed. We should first identify the stage 2 parts that are truly needed. One of the contents of the stage 2 texts could include a list of use cases so far supported.

	Huawei
	
	As commented above, we agree to capture some general descriptions, but, for the framework, we don’t think there is a need to capture, since the framework is just kind of illustrative introduction which is not a precise standardized description/wording.

	Lenovo
	See comment
	It depends on how the stage 2 procedure looks like eventually. 
If the stage 2 procedure is self-contained enough, then probably we don’t need to capture the full functional framework. If the stage 2 procedure uses terms such as AI inference, performance feedback, action etc., a functional framework will help to illustrate the thinking behind. 

	Qualcomm
	
	The generic text provided above needs to be improvised. The first statement is not needed. AI/ML in Non-split and split architecture can also be mentioned. 
Functional framework need not be provided.

	Samsung
	
	The general description is needed for stage 2. It may be delayed to wait for the real impact identification. At that time, the description can provide more information to introduce the real impact.
For framework, it just give us the guideline for use case study. So prefer not capture it.

	Intel
	Yes for the general introduction
No for functional framework
	In general, we agree with the above introduction. However, considering RAN1/2/4 also starts AI/ML over air interface in Rel-18. To avoid any ambiguity, we suggest clarifying the scenario and above introduction are for AI/ML in NG-RAN. 

TS38.300 is used to introduce stage-2 of NG-RAN. The functional framework only shows the life cycle management of RAN intelligence, which is non-NG-RAN architecture related. Besides, the functional framework is already reflected over the general procedure discussed in Section 3.1. It may not be necessary to capture the functional framework again in TS38.300.

	CATT
	Introduction: neutral
Functional framework:
Yes if no flow chart (see Q1), no if we include a flow chart
	If the general description is introduced, we think some update of the text is needed.For example,the first sentence could be removed since it seems more like the requirement than stage 2 statement.

	China Telecom
	
	As comments in Q1, we are fine to add some general description in TS38.300, however the Functional Framework from TR 37.817 is not needed.

	LGE
	
	We agree to introduce some general description that needs to update. However, the addition of the functional framework in TR 37.817 into TS 38.300 is unnecessary.

	ZTE
	Yes
	As stated above, the general introduction of AI/ML function is needed in the stage2 spec, because AI/ML RAN is a new feature in 3GPP. If some companies concern there may be overlapped introduction in RAN1, we can emphasize it is in NG-RAN.
For the functional framwork, it is better to capture it into the stage2 spec for a godd vision for AI/ML RAN.

	CMCC
	Yes for the general introduction
Neutral for functional framework
	The general introduction is beneficial for understanding the introduction of AI/ML for NG-RAN.
As for functional framework, we can follow the majority view.

	AT&T
	Yes
	Mentioning support for split/non-split architectures would also be beneficial 

	Deutsche Telekom
	Yes for the general introduction
No for functional framework
	The functional framework was needed to have a general description of the use of AI/ML models in the 5G system referring also to the lifecycle management of those models. From that perspective it could be more relevant to cover it in SA5 specs.
As already noted to Q1, we are ok to have a more general description on the AI/ML approach for NG-RAN. About the detailed content we can further discuss during next meetings.

	Verizon
	Yes
	Same view as AT&T



Moderator’s summary
12 of 15 companies support to capture the general introduction for AI/ML in TS38.300 with some wording suggestions, and majority companies think the addition of the functional framework in TR 37.817 into TS 38.300 is unnecessary. So it is proposed that:
Proposal 5: Capture the general introduction of AI/ML in TS38.300, detailed wording could be further discussed.

3.3 Other stage2 issues
AI related infor exchange over NG
In [23], following proposals are made for information exchange over NG:
Proposal 1: Support AI/ML based NG handover optimizations equivalent to XN handover. The identified XN AI/ML information exchange can be revisited and extended to NG if applicable.
Proposal 2: Exchange the current and predicted resource status between neighbor gNBs via NG, if XN interface is not available.
Proposal 3: Exchange the current/predicted energy efficiency and energy state between neighbor gNBs via NG, if XN interface is not available.
Q6: Companies are invited to provide views on whether agree above proposals for information exchange over NG?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Nokia
	OK to consider
	Not against, but feasibility of NG signalling may need further checking based on progress on Xn functionality. 

	Ericsson
	No
	Nowhere in the study use cases without Xn connectivity were analysed. Hence these use cases are out of scope of the WID.
Moreover, the transferring of AI/ML information over NG would imply new challenges for which it is not possible to assess feasibility. Examples are:
· Massive transfer of information over the NG and over few transport termination points, which may lead to overloads and failures
· Transfer of sensitive information outside the RAN, which may require user consent
· Drop in performance due to delayed transfer of information that need to be used in near real time

The list above is not exhaustive but for these reasons the WI on AI/ML shall focus on Xn connectivity. It is technically feasible to assume that the group of RAN nodes that needs to interoperate for AI/ML needs to be Xn connected.

	Huawei
	Further investigations needed…
	En, it seems a natural consequence if Xn is unavailable while info exchange between RAN node may have to go through NG. However, when taking a further thought, the scenario itself is questionable, since AI/ML should target cluster of nodes among which timing info exchange is needed, in case that Xn is not needed, info exchange should also be not essential. Needless to say that going through NG would introduce additional delay and complexity.

	Lenovo
	No?
	In legacy, the RAN measurements such as resource status is not exchanged over NG interface, or? We don’t see strong motivation to support it now.  

	Qualcomm
	Yes
	· As a general rule for NG, not all nodes within a cluster shall be connected via XN. Hence there is always a generic need to support transfer of information via NG. 
· We don’t think latency is an issue here. If handovers which are latency sensitive, can happen via NG, it is not justified to say that AI/ML data will be impacted due to latency.
· If sensitivity of the data is a concern then they can be passed in transparent containers similar to HO containers via NG.
· Massive transfer should not be concern for Network interfaces unlike air interface.



	Samsung
	
	Prefer to focus on Xn first for exchanging information with neighbour nodes. And same view as Lenovo, in the existing mechanism, resource status is not  transferred via NG. It seems no need to exchange these predicted information via NG.

	Intel
	
	In general, we also prefer to focus on Xn interface first, which is concluded during SI phase.

	CATT
	Down-prioritise NG
	We think we could first focus on Xn interface and consider NG based solution later if time allowed.

	China Telecom
	
	We prefer to focus on Xn interface first, and NG interface can be considered later (maybe case by case).

	LGE
	
	We prefer to focus on information exchange over Xn. For information exchange over NG, we have the same view as Lenovo.

	InterDigital
	No
	We think that at the very least Xn is much higher priority. 

	ZTE
	
	Regarding the NG impacts, we prefer to discuss the standard impacts over Xn first. After we specify the Xn impact, we can discuss the potential NG impacts if time allows.

	CMCC
	
	Prefer to focus on Xn first.

	AT&T
	
	Ok to prioritize Xn functionality first

	CableLabs
	To be considered
	Generally, we have a similar view as Qualcomm that the possibility for information exchange over NG is needed to support scenarios where Xn is not available. However, to focus on Xn interface first is acceptable.

	Verizon
	
	Ok to first work on Xn.

	Deutsche Telekom
	Maybe
	We are not against an exchange via NG, but we should initially prioritize the Xn. For NG we should carefully evaluate any drawbacks for the use cases under consideration in the WI.  


Moderator’s summary
16 of 17 companies support to focus on Xn interface first, and some companies think that the potential NG impacts could be discussed if time allows. 
Proposal 6: Focus on Xn interface first, potential NG impacts could be discussed if time allows.
	
User consent
In [21] [22], the user consent issues are discussed, and following proposals are made: 
Proposal from [21]: Data, including detailed location information, e.g. GNSS location data, can be collected by the RAN for its own consumption, including Training and Inference of an AI/ML Model without user consent considerations.
Q7: Companies are invited to provide views on whether agree that Data can be collected by the RAN for its own consumption without user consent considerations?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Nokia
	Yes
	RAN can configure a UE to provide different kinds of detailed measurements, including detailed location information, beam-related information, signal quality information, etc. UE reports this information over Uu interface to network. As long as the reported information stays in RAN there is no issue of user consent. User consent issues arise when the information is forwarded by the RAN to an external entity, such as OAM/TCE. In the current situation, we need to address user consent aspects for the case when Model Training takes place in OAM. 

	Ericsson
	Yes
	In total agreement with Nokia

	Huawei
	No
	We prefer to wait for the outcome of SA3, since SA3 is now working on this user consent issue, please also see the comments for Q8

	Lenovo
	 No
	 Agree with Huawei

	Qualcomm
	NO
	A UE cannot validate if the data retrieved is consumed by the network or being shared outside the network. Hence we think user consent is needed for retrieving any information from UE. 
We prefer to wait for SA3 on this issue, as already SA3 is discussing this issue in detail.

	Samsung
	No
	Same view as HW

	Intel
	See comment
	SA3 should be consulted for user consent. We think RAN3 should wait for SA3 outcome before making any decision about user consent.

	CATT
	Partly no
	If a RAN node retrieves data through legacy means and uses it locally, no user consent is needed.
Otherwise we should wait SA3.

	China Telecom
	No
	Same view with HW

	LGE
	No
	We have the same view as Huawei.

	InterDigital
	Yes 
	Agree with Nokia, but should verify which information where user consent is needed. 

	ZTE
	No
	Wait for SA3 progress.

	CMCC
	Yes
	Agree with Nokia.

	AT&T
	Maybe
	As mentioned by companies the answer may depend on the method of retrieval and the type of information. Assumptions can be made, by certainly SA3 input is needed.

	Deutsche Telekom
	No
	We also share Huawei’s view.

	Verizon
	No
	Share Huawei’s view on this.


Moderator’s summary
13 of 16 companies prefer to wait for the progress and outcome of SA3, since SA3 is now working on this user consent issue. 
Proposal 7: Regarding the user consent issue, RAN3 wait for the progress and outcome of SA3.

In [22], it is observed that in order to provide tools to operators that enable selection of the information subject to user consent in accordance with local laws and regulations, an operator shall be able to configure which information are subject to user consent, i.e. which information shall not be collected if user consent is not received. Therefore: 
It is proposed to send a LS to SA3 and to ask SA3 whether it is feasible and beneficial to agree to a user consent mechanism based on operators´ configurations of user consent information.
Q8: Companies are invited to provide views on whether to send a LS to RAN3 to ask above question?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Nokia
	Yes
	User consent is an important aspect and it is preferable to address it in an early phase of the work by consulting SA3.

	Ericsson
	Yes
	It is especially important that user consent for AI/ML data transferred to the OAM follows a structure where the operator is able to configure which information is sensitive. The old MDT user consent framework would be very detrimental for AI/ML because it would force that ALL AI/ML information reported to OAM are considered sensitive and therefore subject to user consent. This approach is stricter than any law and regulation in place and it would prevent AI/ML to function properly. 

	Huawei
	Not needed
	Intention is not wrong, but no need to send LS, since SA3 already started the work in S3-221251: 
The following aspects are in the scope of the study:
1. Investigating the potential issues and solutions with user consent for:
-  eNA in case of roaming.
-  MEC in case of roaming.
-  NTN.
-  AI/ML for NG-RAN.
RAN3 doesn’t need to remind SA3 of what they are doing now. 

	Lenovo
	No
	Agree with Huawei since SA3 has already started working on it. 

	Qualcomm
	NO
	We can wait for SA3’s inputs. Agree with HW

	Samsung
	No
	Same view as HW. We can wait for SA3 progress.

	Intel
	No
	Agree with HW. Wait for SA3 progress.

	CATT
	No
	Agree with Huawei.

	China Telecom
	No
	Agree with HW. Wait for SA3 progress.

	LGE
	No
	We have the same view as Huawei.

	InterDigital
	Yes
	We need answers on this before we can add parameters to messages or depend on them for AI/ML training/inference

	ZTE
	No
	Wait for SA3 progress.

	CMCC
	Yes
	It is better to consult SA3 early.

	AT&T
	Yes
	Ok to consult SA3 early and mention some specific cases of interest if possible.

	Deutsche Telekom
	No
	LS not needed as AI/ML in NG-RAN is already in focus of SA3.

	Verizon
	Yes
	We can inquire SA3 about their progress and perspectives on this.


Moderator’s summary
10 of 16 companies prefer not to send LS to SA3 and just wait for the progress of SA3. 
Proposal 8: No LS is sent to SA3 to consult the user consent issue right now.

AI for NR-DC
In [26], RAN3 is suggested to support AI assisted use cases in NR-DC scenario in Rel18. In [1], It is proposed to start the normative work from NG-RAN SA scenario, and then involve the EN-DC and MR-DC if companies are interested in the DC scenarios and standard effort is acceptable.
Q9: Companies are invited to provide views on whether agree to start the normative work from NG-RAN SA scenario, and then involve DC scenarios if companies are interested?
	Company
	Yes/No
	Reasons/Comments/Suggestions

	Nokia
	Yes
	We think that SA should be prioritized. We can consider DC scenarios, after some progress is made on the SA.

	Ericsson
	Yes
	We have plenty of work to do with SA use cases. If we accomplish a god level of completion for SA use cases we can consider DC cases

	Huawei
	Yes
	If we have enough time and also interests are received from companies with enough technical justifications, we could also consider NR-DC.

	Lenovo
	No with comment
	We believe most of the SA scenario discussion conclusion can be applied to DC scenario. Some DC specific issues can be discussed in parallel as explained in our paper [26].

	Qualcomm
	Yes
	SA should be the first priority. Then DC can be studied further.

	Samsung
	Yes
	As DC is in scope, if time is allowed, it is better to study DC case.

	Intel
	See comment
	Agree to start the normative work from SA scenario. If time allows, we can consider NR-DC scenario after all details are concluded for SA scenario.

	CATT
	Same view as Lenovo
	A practical reason is that, if we consider DC we can define almost everything in Xn and let other RAN3 specs quote them. That can make specs cleaner.

	China Telecom
	Yes
	We should start with SA and then DC.

	LGE
	Yes
	We prefer to start the normative work from the SA scenario. Then if time is allowed, we could consider  DC scenarios.

	InterDigital
	Yes
	

	ZTE
	Yes
	Following the high-level princple, we should focus on the SA scenario. The DC senario should be down-prioritized.

	CMCC
	Yes
	Start from SA is preferred.

	AT&T
	Yes
	As long as it is understood that DC is still in scope of this item in Rel-18. 

	Deutsche Telekom
	Yes
	We share the same view as Nokia, Ericsson, and others.

	Verizon
	Yes
	First SA then DC



Moderator’s summary
14 of 16 companies prefer to start from SA and then consider DC. 
Proposal 9: Start from SA and then consider DC. 

4	Conclusion, Recommendations
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