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[bookmark: _Toc535237692][bookmark: _Toc534900834][bookmark: _Toc525567631][bookmark: _Toc525567067][bookmark: _Toc5694163]
	[bookmark: _Toc384916783][bookmark: _Toc384916784][bookmark: _Toc20954837]Change Begins



<Unchanged Text Omitted>
[bookmark: _Toc109153710]3	Abbreviations and Definitions
[bookmark: _Toc20387886][bookmark: _Toc29375965][bookmark: _Toc37231822][bookmark: _Toc46501875][bookmark: _Toc51971223][bookmark: _Toc52551206][bookmark: _Toc109153711]3.1	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1], in TS 36.300 [2] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1] and TS 36.300 [2].
5GC	5G Core Network
5GS	5G System
5QI	5G QoS Identifier
A-CSI	Aperiodic CSI
AGC	Automatic Gain Control
AI		Artificial Intelligence
AKA	Authentication and Key Agreement
AMBR	Aggregate Maximum Bit Rate
AMC	Adaptive Modulation and Coding
AMF	Access and Mobility Management Function
ARP	Allocation and Retention Priority
BA	Bandwidth Adaptation
BCCH	Broadcast Control Channel
<Unchanged Text Omitted>
MBS	Multicast/Broadcast Services
MCE	Measurement Collection Entity
MCCH	MBS Control Channel
MDBV	Maximum Data Burst Volume
MEO	Medium Earth Orbit
MIB	Master Information Block
MICO	Mobile Initiated Connection Only
ML	Machine Learning
MFBR	Maximum Flow Bit Rate
MMTEL	Multimedia telephony
MNO	Mobile Network Operator
MPE	Maximum Permissible Exposure
MRB	MBS Radio Bearer
MT	Mobile Termination
MTCH	MBS Traffic Channel
MTSI	Multimedia Telephony Service for IMS
MU-MIMO	Multi User MIMO
Multi-RTT	Multi-Round Trip Time
MUSIM	Multi-Universal Subscriber Identity Module
NB-IoT	Narrow Band Internet of Things

<Unchanged Text Omitted>
[bookmark: _Toc20387887][bookmark: _Toc29375966][bookmark: _Toc37231823][bookmark: _Toc46501876][bookmark: _Toc51971224][bookmark: _Toc52551207][bookmark: _Toc109153712]3.2	Definitions
For the purposes of the present document, the terms and definitions given in TR 21.905 [1], in TS 36.300 [2] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1] and TS 36.300 [2].
Data collection: Data collected from the network nodes, management entity or UE, as a basis for AI/ML model training, data analytics and inference.
AI/ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs 
AI/ML Training: An online or offline process to train an AI/ML model by learning features and patterns that best present data and get the trained AI/ML model for inference.
AI/ML Inference: A process of using a trained AI/ML model to make a prediction or guide the decision based on collected data and AI/ML model.

<Unchanged Text Omitted>
[bookmark: _Toc109153997]X	AI/ML for NG-RAN
[bookmark: _Toc37232062][bookmark: _Toc46502142][bookmark: _Toc51971490][bookmark: _Toc52551473][bookmark: _Toc109153998]X.1	General
5G networks are expected to meet the challenges of consistent optimization of increasing numbers of key performance including latency, reliability, connection density, user experience, etc. The objectives of the function is to utilize the AI/ML algorithm as a powerful tool to help operators to improve the network management and the user experience, through analysing the data collected and autonomously processed that can yield further insights., especially for Network Energy Saving, Load Balancing, Mobility Optimization, etc.
For the deployments of RAN intelligence, the AI/ML Model Training and AI/ML Inference can both be located in the OAM, or the AI/ML Model Training can be located in the OAM and AI/ML Model Inference can be located in the gNB, or the AI/ML Model Training and AI/ML Model Inference can both be located in the gNB.
X.2	AI/ML Functional Framework
The AI/ML Functional Framework for RAN Intelligence is illustrated below:


Figure X.2-1. Functional Framework for RAN Intelligence
Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation is not carried out in the Data Collection function.
-	Training Data: Data needed as input for the AI/ML Model Training function.
-	Inference Data: Data needed as input for the AI/ML Model Inference function.
Model Training is a function that performs the AI/ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation.
-	Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function.
Model Inference is a function that provides AI/ML model inference output (e.g., predictions or decisions). Model Inference function may provide Model Performance Feedback to Model Training function when applicable. The Model Inference function is also responsible for data preparation.
-	Output: The inference output of the AI/ML model produced by a Model Inference function.
Model Performance Feedback:  It may be used for monitoring the performance of the AI/ML model, when available.
Actor is a function that receives the output from the Model Inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
-	Feedback: Information that may be needed to derive training data, inference data or to monitor the performance of the AI/ML Model and its impact to the network through updating of KPIs and performance counters.
Note: The impacts of the functions and data/information flows shown in the Figure X.2-1, are case-specified.

X.3	AI/ML Enabled Function
[bookmark: _Toc109153931]X.3.1	Support for load prediction
The AI/ML function of load prediction is commonly used across multiple AI/ML used cases (e.g., Network Energy Saving, Load Balancing, and Mobility Optimizaiton).
The load prediction is executed by exchanging historical load information, predicted load information, or feedback information over Xn/F1 interface.
To achieve load prediction function, AI/ML Data Collection procedure, AI/ML Predicted Information procedure, and AI/ML Feedback Information procedure are used.
Following scenarios are supported for load prediction:
Scenario 1: The NG-RAN nodes perform model training/model inference for load prediction locally (NG-RAN node1 collects predicted load from other NG-RAN nodes).
[image: ]
Figure x.3.1.1 Each NG-RAN nodes perform load prediction locally
In the scenario1, the information transferred between NG-RAN node1 and NG-RAN node2 is predicted load information. 
Step1. NG-RAN node1 collects the historical load information locally.
Step2. NG-RAN node1 request the predicted load information of NG-RAN node2.
Step3~Step4. NG-RAN node2 performs model inference to achieve predicted load information.
Step 5. NG-RAN node2 response the predicted load information through response message.
Step 6~Step 7. NG-RAN node1 performs model training/model inference through the local load information and predicted load information. And after the model inference, each NG-RAN nodes evaluate model performance locally.
Scenario 2: The NG-RAN node1 performs model training/model inference for load prediction locally, and collect historical load information from other NG-RAN nodes.
[image: ]
Figure x.3.1.2. Scenario2: NG-RAN node1 performs load prediction including predicted load of the neighbor NG-RAN nodes
Step1. NG-RAN node1 collects the historical load information locally.
Step2. NG-RAN node1 requests the historical load information of neighbor NG-RAN nodes.
Step3~Step4. NG-RAN node2 collects the historical load information locally, and response to the NG-RAN node1.
Step 5. NG-RAN node1 performs model training/model inference through the local load information and predicted load information.
Step 6~Step 7. NG-RAN node1 request feedback information through request/response message.

X.3.2	Support for UE trajectory prediction
The AI/ML function of UE trajectory predction is commonly used across multiple AI/ML used cases (e.g., Network Energy Saving, Load Balancing, and Mobility Optimizaiton).
The UE trajectory prediction is executed by exchanging predicted UE trajectory, or feedback information over Xn interface.
To achieve load prediction function, AI/ML Data Collection procedure, AI/ML Predicted Information procedure, and AI/ML Feedback Information procedure are used.
To achieve continuous UE trajectory from UE, MDT reporting procedure is reused.
Following scenarios are supported for UE trajectory prediction:
[image: ]
Figure x.3.2  UE trajectory prediction procedure
Step 0: NG-RAN node performs the Model Inference for UE trajectory prediction.
Step 1: After the handover preparation is performed successfully, NG-RAN node2 can initiate AI/ML PREDICTION INFORMATION REQUEST message to request the predicted UE trajectory from NG-RAN node1.
Step 2: NG-RAN node1 response to NG-RAN node2 via AI/ML PREDICTION INFORMATION RESPONSE message.
Step 3: After NG-RAN node2 finishes the network optimization, NG-RAN node1 initiates AI/ML FEEDBACK INFORMATION REQUEST message.
Step 4: NG-RAN node2 responses AI/ML FEEDBACK INFORMATION RESPONSE to NG-RAN node1, involving actual UE trajectory, or model performance metrics (e.g., accuracy, or confidence).
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