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Discussion
1. Introduction
In RAN#95-e meeting, the WID on Artificial Intelligence (AI) / Machine Learning (ML) for NG-RAN [1] was approved. The detailed objective of this WI is listed as below:
	4
Objective

4.1
Objective of SI or Core part WI or Testing part WI

Normative work is based on the conclusions captured in TR37.817. The detailed objectives of the WI are listed as follows:

· Specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3)

Note: On security impacts, coordination with SA3 when needed. On OAM aspects, coordination with SA5 when needed.

Note: Specify new UE measurements when needed if any.

Note: Specify MDT procedure enhancements when needed if any.


In this contribution, we focus on stage 3 related impacts of Mobility Optimization use case and provide our view on them.

2. Discussion
Based on the recommendation in the Conclusion section of TR 37.817 [2] as below, we focus on potential Xn interface impact in the “Solutions and standard impacts” section for the Mobility Optimization use case.
	6
Conclusion

The AI/ML functionality and the following use cases are recommended by RAN3 to be specified in Rel-18 normative phase:
-
AI/ML-based Network Energy Saving
-
AI/ML-based Load Balancing

-
AI/ML-based Mobility Optimization
Recommendations for each use case take the section of “Solutions and standard impacts” for each use case as basis. The high-level principles captured in section 4.1 of TR37.817 shall remain valid during normative phase, while the functional framework captured in section 4.2 of TR37.817 should be used as a guideline in normative phase.


2.1 New signaling procedure or existing procedure to retrieve input information via Xn interface
In case both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node, the signaling flow is shown as follows:
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Figure 5.3.2.3-1. Model Training and Model Inference both located in RAN node


To receive the input data for model training and model inference in Steps 4 and 7, the NG-RAN node 1 needs to request the NG-RAN node 2 beforehand. Also, the NG-RAN node 1 may indicate what input data for model training and model inference is necessary to the NG-RAN node 2 when it requests. On receiving this request, the NG-RAN node 2 may respond whether it can provide the NG-RAN node 1 with the required input data. After this signaling is complete, the NG-RAN node 2 sends the required input data for model training and model inference to the NG-RAN node 1 like Steps 4 and 7. Considering this signaling between NG-RAN nodes, the class 1 XnAP procedure for request and the class 2 XnAP procedure for providing the required input data seem to be needed.
Observation 1: The class 1 XnAP procedure for request and the class 2 XnAP procedure for providing the required input data is necessary to retrieve input information via Xn interface.

According to section 5.3.2.4 of TR 37.817, the input of Mobility Optimization from the NG-RAN node is described as follows:
	5.3.2.4
Input of AI/ML-based Mobility Optimization
The following data is required as input data for mobility optimization.
…
From the neighbouring RAN nodes: 

-
UE’s history information from neighbour

-
Position, QoS parameters and the performance information of historical HO-ed UE (e.g., loss rate, delay, etc.)

-
Current/predicted resource status
-
UE handovers in the past that were successful and unsuccessful, including too-early, too-late, or handover to wrong (sub-optimal) cell, based on existing SON/RLF report mechanism. 

From the local node: 

-
UE trajectory prediction 

-
Current/predicted resource status 

-
Current/predicted UE traffic


In order for the NG-RAN node 2 to provide the NG-RAN node 1 with the required input data, we might consider the Resource Status Reporting Initiation and Resource Status Reporting procedures. These procedures use non-UE-associated signaling (i.e., per cell level). However, there is UE-specific data (e.g., UE’s history information from neighbor) among the input data for mobility optimization. So, it doesn’t seem very easy to re-use the existing procedures to retrieve input information.
Observation 2: New signaling procedures to retrieve input information via Xn interface are necessary to be defined.

Based on Observation 1 and 2, the following proposal is suggested:
Proposal 1: The new class 1 XnAP procedure for request of input data and new class 2 XnAP procedure for providing the required one should be defined to retrieve input information via Xn interface.
2.2 New signaling procedure or existing procedure to retrieve feedback information via Xn interface
According to section 5.3.2.6 and section 5.3.2.7 of TR 37.817, the feedback for mobility optimization is described as follows:
	5.3.2.6
Feedback of AI/ML-based Mobility Optimization

The following data is required as feedback data for mobility optimization.

-
QoS parameters such as throughput, packet delay of the handed-over UE, etc. 

-
Resource status information updates from target NG-RAN.

-
Performance information from target NG-RAN. The details of performance information are to be discussed during normative work phase. 
5.3.2.7
Standard impact
To improve the mobility decisions at a gNB (gNB-CU), a gNB can request mobility feedback from a neighbouring node. Details of the procedure will be determined during the normative phase. 

…


Because above feedback data is non-UE specific and a gNB can request mobility feedback from a neighbouring node as highlighted in yellow, the class 1 XnAP procedure may be needed to retrieve feedback information. However, the first feedback data in the above list may be provided by the existing class 2 procedure (e.g., Access And Mobility Indication procedure). Also, we need to discuss about the details of performance information from the target NG-RAN. So, after the details of performance information take shape, we decide whether to define a new signaling procedure or re-use the existing procedure.
Proposal 2: After the details of performance information are defined, RAN3 decides whether to define a new signaling procedure or re-use the existing procedure to retrieve feedback information.

2.3 Other Xn interface issue for mobility optimization
In Figure 5.3.2.3-1 above, the input data provided in Steps 4 and 7 is sent by the request of NG-RAN node 1 from the NG-RAN node 2. If the NG-RAN node 1 does not know whether the NG-RAN node 2 has the AI/ML model, it may request the NG-RAN node 2 without the AI/ML model, which cannot obtain the input data for model training and model inference and can cause unnecessary signaling.
Proposal 3: Discuss whether the NG-RAN node knows its neighbor NG-RAN node has the AI/ML model.

3. Conclusion
In this contribution, we focused on stage 3 related impacts of Mobility Optimization use case and provided our view on them. The following proposals are kindly suggested to RAN3:
Proposal 1: The new class 1 XnAP procedure for request of input data and new class 2 XnAP procedure for providing the required one should be defined to retrieve input information via Xn interface.

Proposal 2: After the details of performance information are defined, RAN3 decides whether to define a new signaling procedure or re-use the existing procedure to retrieve feedback information.
Proposal 3: Discuss whether the NG-RAN node knows its neighbor NG-RAN node has the AI/ML model.
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