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1. Introduction
This discussion paper focuses three separate issues on E1AP:
· (continuing the discussion in last meeting) How to support data forwarding during intra-supporting handovers. The name and definition of the “initial count” is also proposed to be revised.
· (continuing the discussion in last meeting) How to support duplication elimination during non-supporting-to-supporting ones, and data forwarding during supporting-to-non-supporting ones.
· How to handle PDCP count “wrap around”.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Intra-supporting handovers
During the discussion in RAN3#116-e following “principles” were raised regarding changes on E1AP to support data forwarding:
1. Add IEs to retrieve MBS progress at the source side, IEs to provide MBS progress and to retrieve MRB-level data forwarding address and/or MBS progress at the target side, and IEs to provide MRB-level data forwarding address and/or MBS progress to the source side.
2. Add IEs to provide the association between MBS qos flows and unicast qos flows to the source side.
But no CRs were agreed on this topic, since almost all companies thought this was a complex topic and we should not hurry into agreeing any CR.
This section focuses on the first bullet only. The second bullet will be discussed in the next section.
The necessity for the first bullet was widely acknowledged last meeting, considering the explicit signalling in XnAP. The only question is how to enhance the current E1AP spec to meet these needs.
Last meeting we introduced a method for the gNB-CU-CP to retrieve the “initial” PDCP count when a UE just joins. However the text description of that count somehow contradicts to the principle of gNB-CU-CP/UP split that all the CP function resides in the gNB-CU-CP:
	>MBS Initial HFN and Reference PDCP SN
	O
	
	BIT STRING (32)
	Refer to the multicastHFN-AndRefSN IE as specified in the TS 38.331 [10].


It seems as if the value of the “multicastHFN-AndRefSN” field in the RRCReconfiguration message is coded by the gNB-CU-UP. This is not suitable in our understanding: technically speaking the gNB-CU-CP has the right to adjust the count value due to various reason, such as taking the CP delay into consideration, setting the count lower to make the UE receive more packets, or setting the count higher to avoid any waiting in UE due to PDCP reordering (which finally results in UP delay).
A much better approach is to make the gNB-CU-UP provide its current count, i.e. the state variable “TX_NEXT” defined in §7.1 in TS 38.323:
	This state variable indicates the COUNT value of the next PDCP SDU to be transmitted.


So the IE should be revised as following and let the gNB-CU-CP to decide the “multicastHFN-AndRefSN” field:
	>Current PDCP Count
	O
	
	BIT STRING (32)
	Refer to the state variable “TX_NEXT” as specified in the TS 38.323 [17].


Proposal 1: Respecting the division of work between gNB-CU-CPs and gNB-CU-UPs, we propose rename the “MBS Initial HFN and Reference PDCP SN” IE into “Current PDCP Count”, and adjust its description into “Refer to the state variable “TX_NEXT” as specified in the TS 38.323”. The gNB-CU-CP is permitted to adjust the count slightly when generating the multicastHFN-AndRefSN IE in RRC message.
After this refinement on spec, the “Current PDCP Count” IE satisfies the scenario at the source gNB-CU-UP of intra-supporting handover. We can reuse it directly.
Proposal 2: Reuse the existing mechanism of retrieving PDCP count over E1AP for PDCP count retrieval at the source side of handover.
The next thing is to deliver the data forwarding addresses, with the optional target PDCP counts. Reusing the existing structures defined in §9.3.2.5 “Data Forwarding Information Request” and §9.3.2.6 “Data Forwarding Information” seems good idea for requesting and carrying the addresses. Due to each MBS context over E1AP can use only one “MBS Multicast F1-U Context Descriptor”, and one “Descriptor” can only include one F1-U address, and UE-specific F1-U tunnels should be established to deliver the forwarded packets, the procedure of requesting and providing data forwarding addresses can only happen in MC bearer context establishment procedures. So for the target side these two IEs should only be introduced into the types “MC MRB Setup Configuration” and “MC MRB Setup Response List”. The case for the source side is clear: it should be introduced into the type “MC MRB To Setup or Modify List”.
Observation 1: New MC bearer context shall be established to deliver forwarded packets, due to the fact that one context can only use one F1-U tunnel and new F1-U tunnel shall be established to deliver forwarded packets.
Proposal 3: Introduce an IE “MRB Data Forwarding Information Request” into the item of the type “MC MRB Setup Configuration”.
Proposal 4: Introduce an IE “MRB Data Forwarding Information” into the item of the type “MC MRB Setup Response List” and “MC MRB To Setup or Modify List”.
The last thing is the target PDCP count. It should be the one of the lowest continuous packet buffered in the target gNB-CU-UP, which may not be the same as TX_NEXT. And in addition (more important technically), the target gNB-CU-UP should not flush its buffer for a period of time after providing this PDCP count, since the source gNB will forward only the packets with PDCP counts below this value.
Therefore we propose introducing a new IE into §9.3.2.6 “Data Forwarding Information”, i.e.:
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	<<IE not applicable for MRBs>>

	DL Data Forwarding 
	O
	
	UP Transport Layer Information 
9.3.2.1
	
	-
	-

	<<IE not applicable for MRBs>>

	Oldest PDCP Count
	O
	
	BIT STRING (32)
	This IE includes the information of the oldest packet available at the gNB-CU-UP.
Applicable for MRB only.
	YES
	ignore



Proposal 5: Introduce a new IE “Oldest PDCP Count” into “Data Forwarding Information” to carry the target MRB progress, and specify that the gNB-CU-UP should not flush its buffer for a short period of time after providing an “Oldest PDCP Count”.
2.2. Pushing QoS flow association between unicast and multicast
The chairman’s node, as shown in the previous section, seemingly suggested that it is only an issue on supporting-to-non-supporting handovers, but we later found that this did not give the full picture. The benefit is equally clear, if not clearer, to push the mapping toward the target side in non-supporting-to-supporting handovers.
Look at what we agreed in January [1: §22.3.2]:
Agreements:
RAN3 decided to minimize data loss and agreed on the solution to eliminate duplicates via using the same Core Network Sequence Numbers over both the unicast N3 tunnel and shared N3 tunnel for the multicast related handover from non-MBS supporting gNB to MBS supporting gNB.
And in TS 38.300 it is reflected as following:
	Minimization of data loss and duplication avoidance may be applied by means of identical MBS QFI SNs received over both, the shared NG-U and the unicast NG-U tunnels.


What are compared are QFI SNs, so who compares should know what MBS flow is identical to what unicast flow.
And in gNB-CU-CP/UP split scenario, it is the gNB-CU-UP who compares. So it has to know the association.
Observation 2: The target gNB-CU-UP of non-supporting-to-supporting handover should get aware of the association between the unicast QoS flows and MBS QoS flows if it wishes to eliminate duplicates by comparing MBS QFI SNs.
Nevertheless, it is at least nominally necessary to push the association toward the source gNB-CU-UP of supporting-to-non-supporting handover (only along with data forwarding address for simplicity), according to the following sentence in TS 38.300:
	If data forwarding is applied, the source gNB infers from the handover preparation response message that the target gNB does not support MBS and changes the QFI(s) in the forwarded packets to the associated PDU Session QFI(s) if respective mapping information is available.


Anyhow, the association pushing mechanism should be supported. We propose it to be added in UE-associated messages.
Proposal 6: Add the mechanism to support pushing the association between unicast QFI and multicast QFI into UE-associated E1AP messages.
2.3. Handling PDCP count “wrap around” for multicast MRBs
The last thing is on handling PDCP count “wrap around”—it does not means that the PDCP count may indeed wrap around (TS 38.323 still prevents this), but what action a gNB should take in order to prevent the PDCP count of an MRB increments beyond its maximum number, i.e. 2³²−1, and halting data transmission permanently. This case, should be handled since its drawback is fatal.
For unicast the solution is simple. Even if gNB-CU-CP/UP split architecture is used, the gNB-CU-CP may periodically (e.g. once a day) perform KgNB update and add/release a DRB, in order to reset the PDCP count toward zero. This solution is fully up to implementation and thus we did not introduce any change on any spec.
But this solution is not applicable for the MRBs with PDCP counts assigned according to MBS QFI SNs—PDCP counts of such MRBs are never reset by any of these simple means. They just keep incrementing, no matter how many RRC reconfiguration procedures are performed.
One method to solve this problem is to configure two MRBs to carry one QoS flow simultaneously but temporarily, when the gNB finds that the PDCP count of the old MRB is near 2³²−1. That is to say:
· Packets with PDCP counts up to 2³²−1 are delivered (and retransmitted, if needed) through the old MRB;
· Packets with PDCP counts from zero on are delivered through the new MRB.
Since gNBs never provide flow-to-MRB mapping rules, this method has no impact on RAN2 specs and was thus regarded as “network implementation” in RAN2 (it was the technically agreed solution for PDCP wrap around issue discussed in RAN2#118 meeting).But in RAN3 this is not always implementation.
The first step is to enable the gNB-CU-CP get aware of the PDCP counts. The existing method of pushing PDCP count from the gNB-CU-UP toward the gNB-CU-UP can be reused (See in §9.3.3.36 “MC Bearer Context To Modify Required” in TS 37.483).
Proposal 7: Reuse the existing method that gNB-CU-UP may push PDCP counts toward the gNB-CU-CP in the MC Bearer Context Modification Required message, for the purpose that the gNB-CU-CP can get aware that the PDCP count is near its upper limit.
And the second step is establishing the two MRBs. The simplest approach in our understanding is to add a new IE named “old MRB ID” into “MC MRB To Setup or Modify Item”, and to specify in §8 that the gNB-CU-UP shall handle differently the packets with counts up to 2³²−1 and from zero on, if the “old MRB ID” IE is present.
Proposal 8: Add a new IE named “old MRB ID” into the “MC MRB To Setup or Modify Item” type, and specify in §8 that the gNB-CU-UP shall handle differently the packets with PDCP counts up to the upper limit and from zero on, if the “old MRB ID” IE is present.
The final step is releasing the old MRB. This can be performed by existing signalling.
3. Conclusion
Proposal 1: Respecting the division of work between gNB-CU-CPs and gNB-CU-UPs, we propose rename the “MBS Initial HFN and Reference PDCP SN” IE into “Current PDCP Count”, and adjust its description into “Refer to the state variable “TX_NEXT” as specified in the TS 38.323”. The gNB-CU-CP is permitted to adjust the count slightly when generating the multicastHFN-AndRefSN IE in RRC message.
Proposal 2: Reuse the existing mechanism of retrieving PDCP count over E1AP for PDCP count retrieval at the source side of handover.
Observation 1: New MC bearer context shall be established to deliver forwarded packets, due to the fact that one context can only use one F1-U tunnel and new F1-U tunnel shall be established to deliver forwarded packets.
Proposal 3: Introduce an IE “MRB Data Forwarding Information Request” into the item of the type “MC MRB Setup Configuration”.
Proposal 4: Introduce an IE “MRB Data Forwarding Information” into the item of the type “MC MRB Setup Response List” and “MC MRB To Setup or Modify List”.
Proposal 5: Introduce a new IE “Oldest PDCP Count” into “Data Forwarding Information” to carry the target MRB progress, and specify that the gNB-CU-UP should not flush its buffer for a short period of time after providing an “Oldest PDCP Count”.
Observation 2: The target gNB-CU-UP of non-supporting-to-supporting handover should get aware of the association between the unicast QoS flows and MBS QoS flows if it wishes to eliminate duplicates by comparing MBS QFI SNs.
Proposal 6: Add the mechanism to support pushing the association between unicast QFI and multicast QFI into UE-associated E1AP messages.
Proposal 7: Reuse the existing method that gNB-CU-UP may push PDCP counts toward the gNB-CU-CP in the MC Bearer Context Modification Required message, for the purpose that the gNB-CU-CP can get aware that the PDCP count is near its upper limit.
Proposal 8: Add a new IE named “old MRB ID” into the “MC MRB To Setup or Modify Item” type, and specify in §8 that the gNB-CU-UP shall handle differently the packets with PDCP counts up to the upper limit and from zero on, if the “old MRB ID” IE is present.
Based on the proposal, we draft one CR on TS 37.483 [3].
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