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1. Introduction
The WID in RP-220635 was agreed to start normative work on Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN. In this WID the objectives include the following:
Normative work is based on the conclusions captured in TR37.817. The detailed objectives of the WI are listed as follows:
· Specify data collection enhancements and signaling support within existing NG-RAN interfaces and architecture (including non-split architecture and split architecture) for AI/ML-based Network Energy Saving, Load Balancing and Mobility Optimization. (RAN3)

The conclusion in TR 37.817 in turn state the following:
The AI/ML functionality and the following use cases are recommended by RAN3 to be specified in Rel-18 normative phase:
-	AI/ML-based Network Energy Saving
-	AI/ML-based Load Balancing
-	AI/ML-based Mobility Optimization
Recommendations for each use case take the section of “Solutions and standard impacts” for each use case as basis. The high-level principles captured in section 4.1 of TR37.817 shall remain valid during normative phase, while the functional framework captured in section 4.2 of TR37.817 should be used as a guideline in normative phase.

In order to structure the work on Artificial Intelligence (AI)/Machine Learning (ML) for NG-RAN, this paper starts looking at the high-level principles captured in TR 37.817 and derive ways forward for normative work.
2. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Discussion
TR 37.817 captures the following high-level principles that were agreed to remain valid throughout normative work:
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When looking at the high-level principles above it is clear that the work on AI/ML is mainly focussed on the definition of inputs and outputs on a per use case basis and on the specification of how this information is signalled over RAN interfaces. As an addition, RAN3 has also detailed “feedback” information on a use case basis.
Observation 1:  The work on AI/ML for NG-RAN is focussed on the definition of input, output, and feedback information, and on the specification of how this information is signalled on a per use case basis.
At the same time, the high-level principles leave it clear that “AI/ML algorithms and models for use cases are implementation specific and out of RAN3 scope.” 
With that, it should be intended that the inputs/outputs/feedback information identified per use case are agnostic to the type of model used. In other words, given a use case, a model may use some or all of the input/output/feedback information identified by RAN3, depending on the model’s implementation.
Observation 2:  An AI/ML model for a specific use case may require/generate some or all of the input/output/feedback information defined by RAN3.
However, it is important to capture in the specifications the set of inputs, outputs, and feedback information identified by RAN3 per use case. This allows to clarify a number of aspects, such as which outputs may a RAN node generate if it supports AI for a given use case.
In light of the above we propose to capture a list of input, output, and feedback information as part of a Stage 2 description for the use case. In this way, it is possible to identify the superset of input, output, and feedback information that a model may use by simply knowing to which use case the model applies to.
Proposal 1:  Specify at stage 2 and on a per use case basis the list of inputs, outputs, and feedback information applicable to an AI/ML model.

Once it is possible to identify the superset of inputs, outputs, and feedback information associated to a model for a specific use case, it should be asked how an NG-RAN node learns whether other NG-RAN nodes support AI/ML for the use cases addressed in 3GPP. Such information is needed because, as it will be seen later on, an NG-RAN node should be able to identify the neighbour NG-RAN nodes to which it could request Model Inference Outputs for a given use case. 
In order to enable NG-RAN nodes to develop knowledge of AI/ML support per use case at neighbour NG-RAN nodes, it is proposed that NG-RAN nodes declare such support over the Xn interface. This approach ensures the possibility for a node to dynamically activate/deactivate AI/ML support for a given use case, in an interoperable way thanks to signalling of such stats over Xn.
Proposal 2:  Signal over the Xn interface which use cases are supported with AI/ML by the NG-RAN node.

Going back to the high-level principles in TR 37.817, another aspect that emerges is that input and output information shall be requested by the node that needs them. This is summarised in these principles:
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To provide the flexibility required by AI/ML algorithms and to guarantee future-proofness, we propose to introduce new procedures to assist AI/ML in RAN defined in a use-case agnostic manner. Also, they can follow the general paradigm of subscription-sending mechanism, regardless of whether the type of information being transferred is an input, an output, or feedback. This can be an advantage if we consider that sometimes the very same information can be used for different purposes. Additionally, this would provide an NG-RAN node the necessary flexibility to subscribe for and receive/report, with the same procedure, different type of information needed by different AI/ML use cases. 
Proposal 3:  Introduce dedicated procedures in XnAP for collecting non-UE associated AI/ML assistance data in a use-case agnostic manner.

In practice, the new procedures can resemble the existing Resource Status Reporting Initiation and Resource Status Reporting, and at the same time can be designed to be more flexible, to satisfy the needs mentioned above. The same procedures can be used for collecting information for individual UEs or information at cell/node level.
Therefore, we propose RAN3 to discuss the introduction of the following new procedures for all use cases:
· a new non-UE associated procedure, for handling the subscription mechanism. A tentative name for this procedure can be AIML Assistance Data Reporting Initiation.
· a new non-UE associated procedure, for handling the collection of subscribed information. A tentative name for this procedure can be AIML Assistance Data Reporting.
Proposal 4:  Introduce two dedicated procedures in XnAP, for collecting non-UE associated AI/ML assistance data, based on Resource Status Reporting Initiation and Resource Status Reporting:
· one procedure to handle the subscription for requesting data (“AIML Assistance Data Reporting Initiation”)
· one procedure to send the requested data (“AIML Assistance Data Reporting”)

The exact AI/ML assistance information exchanged as input, output, or feedback with such procedures, as well as the granularity of the information and the frequency at which it can be exchanged, can be discussed on a use-case dependent basis, using the agreements captured in TR 37.817 as baseline. As such, different AI/ML assistance information may be UE-associated or non-UE associated. Examples of different types of input, output, or feedback information that can requested and exchanged with such procedure are discussed for each individual use case in the companion contributions R3-224488 (for energy savings), R3-224489 (for load balancing) and R3-224490 (for mobility optimization).

Proposal 5:  AI/ML assistance information requested or reported as input, output, or feedback information can be discussed on a use case basis using the text captured in TR 37.817 as baseline. Such information may be UE-associated or non-UE-associated. 

Another concept that is useful to discuss at this initial stage of normative work concerns the identification of feedback information relative to a specific model. 
In particular, it is important to understand what model feedback information is associated to. For this purpose, a relatively simple concept is to allow each model deployed to the RAN to be associated with a Model ID and possibly with a Version Number. 
This approach is advantageous in a number of cases. For example, the Model ID may be signalled together with feedback information when this is signalled to the node hosting the model training function. 
Another example concerns Model Outputs. It might be beneficial to associate such outputs to the model that generated it, i.e., to map the Outputs to a Model ID. This could be useful to nodes using the Outputs, in cases when models are updated. The node using the Outputs would then understand whether, for example, newly received outputs are produced by a new version of the model, which will be associated to a new Model ID and/or Version Number.
Proposal 6:  It is proposed to identify a model deployed at the RAN with a Model ID that is unique within the PLMN and with a Version Number.
The principles outlined above already allow to describe at high level how the RAN can exchange information with other logical entities to achieve support for AI/ML for the use cases identified.
There are surely more areas that need to be looked at, but it is advantageous to start converging on the basic aspects described above.
3. Example of signalling support for AI/ML at NG-RAN
In this section it is shown how a signalling solution can be put in place by using the principles proposed in Section 2.
The diagram below is taken as reference to explain the various steps. For simplicity the case where Model Training is at the OAM is pictured.
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Figure 1: Example of signalling diagram for execution of AI/ML processes in NG-RAN

1. The OAM deploys an AI/ML Model to the NG-RAN. The model is implementation specific and for that it is signalled as undefined payload. OAM includes the following assistance information with the signalled payload:
· A Model ID uniquely identifying the model in the whole PLMN.
· A Model Version ID, uniquely identifying the version of the model. 
2. NG-RAN 1 signals to its neighbour NG-RAN nodes over Xn Setup or Xn: NG-RAN Node configuration Update whether support for AI/ML based use cases is activated or deactivated. Use cases are (Network Energy Saving, Load Balancing, Mobility Optimisation).
3. In 3a and 3b NG-RAN 1 requests inputs from the UE. Such inputs may consist of legacy measurements/information or new information (FFS). The UE responds by legacy procedures or new procedures with the requested information (FFS)
4. In 4a NG-RAN 1 requests inputs from NG-RAN 2. In a way similar to the Xn: Resource Status Request, the message may include, e.g., a measurement ID to identify the measurement reporting process, the list of requested inputs, the periodicity for inputs reporting, the area list of cells from which the inputs should be collected.

In 4b, NG-RAN node 2 accepts or rejects the input request, similarly to the Xn: Resource Status Response message.

In 4c, NG-RAN 2 reports updates on the Input values requested, as per configuration received in message 4a. This is similar to the Xn: Resource Status Update procedure.

5. In 5a NG-RAN 2, in light of knowledge of the AI/ML use cases supported at NG-RAN 1, requests outputs from NG-RAN 1. In a way similar to the Xn: Resource Status Request, the message may include, e.g., a Model ID and Version number for which the measurements were generated, a measurement ID to identify the measurement reporting process, the list of requested outputs, the periodicity for outputs reporting, the area list of cells from which the outputs should be collected.

In 5b, NG-RAN node 1 accepts or rejects the output request, similarly to the Xn: Resource Status Response message.

In 5c, NG-RAN 1 reports updates on the Output values requested, as per configuration received in message 5a. This is similar to the Xn: Resource Status Update procedure.

6. In 6a the OAM request to the NG-RAN feedback information. Such feedback information may be relative to UEs or to the RAN. 

In 6b NG-RAN 1 and NG-RAN 2 provide feedback information to the OAM. Examples of how such information may be reported are the Trace Activation procedures or the MDT procedures. 

From the above signalling diagram, it can be seen that the main functional blocks for support of AI/ML can be easily achieved by reusing existing signalling concepts. It should be noted that the description above is use-case agnostic. What would differ for each use case is simply the set of inputs, outputs, and feedback information collected.
Proposal 7:  It is proposed to take the signalling diagram in Figure 1 as baseline for further discussion on signalling procedure in support to AI/ML for NG-RAN.
3. Conclusion
In this paper we have presented a number of proposals aimed at translating the high-level principles agreed during the study phase and captured in TR 37.817 into principles to define signalling procedures to support AI/ML in NG-RAN.
Further, we have tried to reuse as much as possible existing signalling procedures for the purpose of supporting AI/ML in NG-RAN. 
As a result, we have provided an example of how the signalling procedures identified can be used to support AI/ML in NG-RAN. 
The following proposals have been presented and are put up for agreement:

Proposal 1:  Specify at stage 2 and on a per use case basis the list of inputs, outputs, and feedback information applicable to an AI/ML model.
Proposal 2:  Signal over the Xn interface which use cases are supported with AI/ML by the NG-RAN node.
Proposal 3:  Introduce dedicated procedures in XnAP for collecting non-UE associated AI/ML assistance data in a use-case agnostic manner.
Proposal 4:  Introduce two dedicated procedures in XnAP, for collecting non-UE associated AI/ML assistance data, based on Resource Status Reporting Initiation and Resource Status Reporting:
· one procedure to handle the subscription for requesting data (“AIML Assistance Data Reporting Initiation”)
· one procedure to send the requested data (“AIML Assistance Data Reporting”)
Proposal 5:  AI/ML assistance information requested or reported as input, output, or feedback information can be discussed on a use case basis using the text captured in TR 37.817 as baseline. Such information may be UE-associated or non-UE-associated. 
Proposal 6:  It is proposed to identify a model deployed at the RAN with a Model ID that is unique within the PLMN and with a Version Number.
Proposal 7:  It is proposed to take the signalling diagram in Figure 1 as baseline for further discussion on signalling procedure in support to AI/ML for NG-RAN.

A stage 3 CR resembling the proposals above is proposed in R3-224491
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-   The detailed AI/ML algorithms and mode ls for use cas es   are  implementation specific and   out of RAN3 scope.   -   The study focuses on AI/ML functionality and corresponding types of inputs/outputs.    -   The in put/output and the location of  the Model Training and   Model  I nference   function   should be stud ied case by  ca se .   -   The stud y  focus es   on the analysis of data needed at the  Model  T raining function from  Data Collection , while the  aspects of how the  Model  T raini ng function uses inputs to train a model are out of RAN3 scope .   -   The study focuses on the an alysis of data   n eeded at the Model Inference function from Data Collection, while the  aspects of how the Model Inference function uses inputs to derive  outputs are out of RAN3 scope.   -   Where AI/ML functionality resides within the current RAN architecture,  depends on dep lo yment and on the  specific use cases.   -   The  Model  T raining   and  Model  I nference   functions should be able to request , if needed,  specific i nformation   to  be used to  train or  execute the AI/ML algorithm and to avoid reception of unnecessary info rmation. The n at ure   of such information depends on the use case   and on the  AI/ML   algorithm .        -   The  Model  I nference function should signal the outputs  of the model only to nodes that have explicitly requested  them ( e.g.,   via subscription), or nodes that  t ake  actions ba se d on  the  output   from  M odel  I nference .   -   An AI/ML model used in a Model Inference function has to be initially trained, validated and tested  by the  Model Training function   before deployment.   -   NG - RAN  SA  is prioritized; EN - DC  and MR - DC are do wn - prioritized ,  but not precluded from Rel.18 .   -   Functio nal  framework and  high - level procedures   defined in  this   TR should not prevent  from  “think ing   beyond”  the m during normative phase   if  a  use case requires so.   -   User data privacy and anonymisation should   be respected  du ring AI/ML operation.  
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-   The  Model  T raining   and  Model  I nference   functions should be able to request , if needed,  specific i nformation   to  be used to  train or  execute the AI/ML algorithm and to avoid reception of unnecessary info rmation. The n at ure   of such information depends on the use case   and on the  AI/ML   algorithm .        -   The  Model  I nference function should signal the outputs  of the model only to nodes that have explicitly requested  them ( e.g.,   via subscription), or nodes that  t ake  actions ba se d on  the  output   from  M odel  I nference .  


image3.emf
OAM NG-RAN 1 UE

1. Model Deployment (Model ID, 

Version Number)

2. Xn Setup/NG-RAN Node 

configuration Update: 

Supported AI/ML Use 

Cases

3a. Request for Inputs

NG-RAN 2

3b. Inputs Report

4a. Inputs Status Request

4b. Inputs Status Response

AI/ML based 

Inference

4c. Inputs Status Update

5a. Outputs Status Request

5b. Outputs Status Response

5c. Outputs Status Update

6a. Feedback Request

6a. Feedback Response


