3GPP TSG-RAN WG3 Meeting #116 electronic
R3-223219
Online, May 9th – May 19th, 2022

Agenda item:
9.1.2.1
Source: 
Fujitsu
Title: 
Discussion on IP address request for boundary node in inter-donor redundancy
Document for:
Discussion and decision
1 Introduction
In RAN3#115-e meeting[1], the following agreements for procedure for inter-donor redundancy of the boundary node have been made:
	2a: The baseline procedure for inter-donor redundancy of the boundary node includes at least the following steps:

1). DC setup (IP address request or configuration need not be included)

2). XnAP Transport Migration Management Request: Includes QoS info per traffic without IP address.

3). RRC Reconfiguration by CU2: Includes configuration of additional IP addresses.

4). XnAP Transport Migration Management Response: Includes L2 info per traffic.

5). F1AP IAB UP CONFIGURATION UPDATE REQUEST: Includes new UL mappings for each migrated traffic

6). F1AP IAB UP CONFIGURATION UPDATE RESPONSE: Includes IP address selected for each migrated traffic

7). XnAP Transport Migration Management Request: Includes modification of each traffic with new IP address.

8). XnAP Transport Migration Management Response: Acknowledgement of modification.

IP addresses are requested to CU2. Options for the request are either Step 1 or Step 2 above or via RRC. Details on how they are requested are FFS.


According to the agreements, options of IP addresses request for boundary node are either step 1 or step 2, i.e., during DC setup or using XnAP transport migration.
This contribution discusses this issue. 
2 Discussion
Option 1: IP addresses for boundary node are requested in step 2 

For the option that the IP addresses for boundary node are requested in step 2, i.e., using XnAP transport migration management procedure, non-F1-terminating CU will not know the IP addresses request is for boundary node or descendant nodes. Non-F1-terminating CU should always provide the allocated IP addresses in the response message upon receiving IP address request in the transport migration request message. 
· For scenario that MN is F1-terminating donor, non-F1-terminating donor (SN) cannot utilize SRB3 to configure the IP addresses via RRC even if SRB3 is set up. 
· For scenario that SN is F1-terminating donor, if the allocated IP addresses are provided to F1-terminating donor (SN) from non-F1-terminating CU (MN), the F1-terminating CU (SN) cannot configure them via RRC if SRB3 is not set up.
Furthermore, the boundary node should be indicated on whether the IP address configuration is for non-F1-terminating topology or F1-terminating topology. Extra standard effort may be needed.
Observation 1: There are some problems with option 1 due to that the non-F1-terminating CU cannot determine the IP address request is for boundary node or descendant nodes and extra specification impact is foreseen. 
Option 2: IP addresses for boundary node are requested in step 1
For the option that the IP addresses for boundary node are requested in step 1, i.e., during XnAP procedure for DC setup or modification, the F1-terminating CU can request the IP addresses for boundary node by including the boundary node’s IP address information in the RRC container of XnAP messages for dual connectivity, e.g., S-NODE ADDITION REQUEST message during DC setup. Note that the same way is used in inter-donor partial migration. IABOtherInformation as generated entirely by the boundary node can contain the old IP addresses or IP address request. 
· For scenario that MN is F1-terminating donor, F1-terminating donor (MN) can send S-NODE ADDTITION/MODIFICATION REQUEST including the RRC container of IP address information of the boundary node. If SRB3 is not set up, non-F1-terminating donor (SN) includes the RRC container for IP addresses configuration in S-NODE ADDTITION/MODIFICATION RESPONSE message to F1-terminating CU. RRCReconfiguration as generated entirely by non-F1-terminating donor (SN) can be used for IP address configuration of non-F1-terminating topology. If SRB3 is set up, non-F1-terminating donor (MN) configures the boundary node by RRCReconfiguration via SRB3.
· For scenario that SN is F1-terminating donor, F1-terminating donor (SN) can send S-NODE MODIFICATION REQUIRED message including the RRC container of IP address information of the boundary node. Non-F1-terminating donor (MN) configures the boundary node by RRCReconfiguration via SRB1.
In this option, the boundary node can determine the IP address configuration is for non-F1-terminating topology based on it is configured by non-F1-terminating CU.
Observation 2: For Option 2, RRC container with the boundary node’s IP address information should be introduced in XnAP messages for dual connectivity. No other impact is foreseen.
Option 2 is better than Option 1 from specification impact point of view. Option 2 is preferred.
Proposal 1: IP addresses request for boundary node is during dual connectivity setup or modification procedure. RRC container with the boundary node’s IP address information is included in XnAP messages for dual connectivity setup or modification.
Proposal 2: RAN3 is asked to discuss and agree the CR for 38.401 on above proposals is in [2].
3 Conclusion
Observation 1: There are some problems with option 1 due to that the non-F1-terminating CU cannot determine the IP address request is for boundary node or descendant nodes and extra specification impact is foreseen. 
Observation 2: For Option 2, RRC container with the boundary node’s IP address information should be introduced in XnAP messages for dual connectivity. No other impact is foreseen.

Proposal 1: IP addresses request for boundary node is during dual connectivity setup or modification procedure. RRC container with the boundary node’s IP address information is included in XnAP messages for dual connectivity setup or modification.
Proposal 2: RAN3 is asked to discuss and agree the CR for 38.401 on above proposals is in [2].
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