3GPP TSG-RAN WG3 Meeting #116-e
R3-223564
E-Meeting, 9th – 19th May 2022
Agenda item:
9.3.9
Source:
Samsung, Verizon Wireless, Intel Corporation, Huawei, CMCC, KDDI
Title:
Discussion on F1-U Delay Measurement for QoS Monitoring 
Document for:
Discussion & Decision
1 Introduction

For QoS monitoring, TS38.314 defines four delay measurements of RAN part for downlink and uplink respectively as

The RAN part of DL packet delay measurement comprises:

-
D1 (DL delay in over-the-air interface), referring to Average delay DL air-interface in TS 28.552 [2] 5.1.1.1.1.

-
D2 (DL delay on gNB-DU), referring to Average delay in RLC sublayer of gNB-DU in TS 28.552 [2] 5.1.3.3.3.

-
D3 (DL delay on F1-U), referring to Average delay on F1-U in TS 28.552 [2] 5.1.3.3.2.

-
D4 (DL delay in CU-UP), referring to Average delay DL in CU-UP in TS 28.552 [2] 5.1.3.3.1.

The RAN part (including UE) of UL packet delay measurement comprises:

-
D1 (UL PDCP packet average delay, as defined in clause 4.3.1.1).

-
D2.1 (average over-the-air interface packet delay, as defined in 4.2.1.2.2).

-
D2.2 (average RLC packet delay, as defined in 4.2.1.2.3).

-
D2.3 (average delay UL on F1-U, it is measured using the same metric as the average delay DL on F1-U defined in TS 28.552 [2] clause 5.1.3.3.2).

-
D2.4 (average PDCP re-ordering delay, as defined in 4.2.1.2.4).

In this contribution, the F1-U delay measurement (D3 for DL and D2.3 for UL) is analyzed.
2 Discussion
From TS38.314, the same matric is used for DL and UL F1-U delay measurement in gNB CU-DU split case. The corresponding detailed measurement method is defined in TS28.552 as the time when receiving a GTP packet delivery status message from the gNB DU at the egress GTP termination, minus time when sending the same packet to gNB DU at the GTP ingress termination, minus feedback delay time in gNB DU, obtained result is divided by two. 
Based on the discussion of past meetings, polling function and DDDS reporting can be used for F1-U delay measurement. 
Figure below illustrates the measurement procedure:
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Figure 1: F1-U delay measurement
In Figure1, (T3-T2) is the feedback delay time in gNB DU, so that the F1-U delay is (T4-T1-(T3-T2))/2.
There are two candidate solutions:

· Solution 1: Reuse current polling function and DDDS reporting. No update is needed. The F1-U delay is (T4-T1)/2, where the inner DU feedback delay is negligible.
· Solution 3 variant: Use a dedicated polling function, and enhance DDDS reporting by adding feedback delay result. When the received dedicated polling equals to 1, DU feeds back the DDDS with feedback delay time for F1-U delay measurement. The F1-U delay is (T4-T1-feedback time)/2.
Solution 1 is the simplest one. But it may lead to wrong measurement when DU sends one DDDS before receiving the DL User Data with polling from CU-UP. 
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Figure 2: Accuracy issue for Solution 1
During the discussion in the past meetings [4][5][6][7], there are several comments to deal with the accuracy issue. Based on feasibility analysis, they can not solve it with the reasons as followings:

	Method mentioned in last meetings
	Analysis

	Some measurements with high deviation will be discarded because the measurement of F1-U delay is a statistical process. 
	How to define the high deviation is a challenge. It is hard to judge which result is wrong. 
Besides, when high frequent DDDS reporting from DU, the number of too short delay measurement can be high. With many results from wrong measurement, the correct measurement results would be discarded due to high deviation, so that the final averaged F1-U delay result is inaccurate.

	Too short delay measurement will have a small weight in the average calculation.
	For the case that DU sends DDDS frequently, the number of and the weight of too short delay measurement can be high. So the average delay result is still not accurate.

	Solution 1 works under the assumption that the DL PDUs with Report Polling Flag are signaled when traffic conditions are such to avoid confusion between the polled DDDS and other DDDS otherwise received. 
	But it is challengeable for how to guarantee the assumption. 

For the immediate reporting issue, DU can not report the DDDS immediately when overload at DU is encountered as specified in 38.425 as:

The corresponding node shall send the DL DATA DELIVERY STATUS if the Report Polling Flag is set to 1 or when the NR PDCP PDU with the indicated DL report NR PDCP PDU SN has been successfully delivered, unless a situation of overload at the corresponding node is encountered.

For the solution that DDDS is only been polled when light load, although CU has the knowledge of traffic intensity in DL, DL traffic intensity is not the load situation of DU which needs to consider retransmission and uplink traffic, so CU still does not know the overload situation of DU. Thus, for this solution, the node needs to confirm the load status firstly and then to start F1-U delay measurement, which leads to heavy signaling overhead. On the other hand, if the traffic keeps at a near-saturated level, the delay can not be measured for this QoS level. Thus, when receiving QoS monitoring request from CN, RAN can not feedback the delay measurement due to high traffic or high load.
And it sets the limitation for flow control to ensure traffic conditions are such to avoid confusion between the polled DDDS and other DDDS otherwise received, with the aim of trying to deal with accuracy issue of solution 1.

	Solution 1 works by setting the limitation of the corresponding node to response DDDS immediately after polling. 
	First of all, from the functionality aspect, it is NBC. 
Secondly, it still does not deal with the accuracy issue resulted from solution 1 since the DDDS is not been identify as the one triggered by polling. 
Thirdly, the “immediately” can not be guaranteed all the time. When overload at DU, DDDS can not be sent immediately. And under such case, RAN can not response the delay to CN after receiving the QoS monitoring request from CN. 
Fourthly, “immediately” is anyhow qualitative and not testable. 


Thus, solution 1 leads to the accuracy issue for F1-U delay measurement.
Observation 1: 
Solution 1 leads to inaccurate delay measurement result.
Same as the analysis in the table, DU can not do the immediate reporting when encountering overload. Solution 1 is based on the assumption that inner DU feedback delay is negligible. Thus, solution 1 is not workable when overload at DU.
Besides, solution 1 can not support inter-vendor environment, the DDDS sending time and the way to deal with overload cases are up to implementation where different vendors may have different methods for them. When DU receiving the polling, when and how to feedback DDDS especially at overload case are not same, so that the CU-UP can not judge whether the DDDS is the one for polling or not and whether the feedback delay is negligible or not.
Observation 2: 
Solution 1 is not workable when overload at DU and can not support multi-vendor environment. 

Solution 3 variant does the high accurate and efficient measurement without immediate reporting burden as:
· High accuracy: Exact and accurate DU feedback delay is reported to CU if the received dedicated polling flag is set to 1. CU does the measurement based on the method defined in TS 28.552. This solution solves the issue that inaccurate measurement results come from the DU who can not do the immediate feedback.
· High efficiency: DU adds DU feedback delay in DDDS only when the received dedicated polling flag for F1-U delay measurement purpose equals 1. Otherwise, DU reports the current DDDS without DU feedback delay for the normal polling function.

· No reporting burden: There is no time limitation for DU reporting, so it does not lead to the burden for DU to do DDDS reporting
· Workable at both high traffic and low traffic situation: There is no traffic status limitation for this solution. Even though DU encounters overload, the accurate feedback delay can be send to CU to support F1-U delay measurement.
For the arguments mentioned during offline discussion in RAN3 114bis-e meeting [6], we would like to give the clarification here.

	Issues
	Clarification

	Solution 3 variant requires that DDDS should not be sent immediately. [6]
	This is not true.

Solution 3 variant is not to set the assumption that DDDS should not be sent immediately. DDDS reporting way keeps the same as the current one.
Solution 3 variant is just solves issue under the case that DDDS can not be reporting immediately when overload encountered at DU side.
Solution 3 variant provides the flexible way to guarantee the F1-U delay measurement under any case.

	Solution 3 variant has a negative impact on flow control. [6]
	There is no impact on flow control.
Solution 3 variant does not put any additional requirements on Flow control algorithm which is completely left to implementation. The mandatory information such as desired buffer size in DDDS is the result at the DDDS sending time instead of the Polling receiving time, so the information is not delayed and there is no impact on flow control for Solution 3 variant.

While for solution 1, it sets the limitation for flow control to ensure traffic conditions are such to avoid confusion between the polled DDDS and other DDDS otherwise received, with the aim of trying to deal with accuracy issue of solution 1. 

	Solution 3 variant tries to measure instantaneous delay and not average delay as defined by SA5. [6]
	This is not true.
Solution 3 variant follows the measurement method defined in TS 28.552, which is an average delay result. Solution 3 variant just tries to correct the possibility of errors in the averaging process.


To sum up, there is no impact for Solution 3 variant on existing mechanisms, i.e. flow control, DDDS reporting and measurement way. And solution 3 variant is the suitable one for high accurate and efficient measurement with no immediate reporting burden for both high and low traffic situation. 
Observation 3:   There is no impact for Solution 3 variant on existing mechanisms, i.e. flow control, DDDS reporting and measurement way.

Proposal 1: 
F1-U delay measurement can reuse the current polling function and DDDS reporting. Solution 3 variant (use dedicated polling and add feedback delay in DDDS) is the suitable one due to the high accurate and efficient measurement without immediate reporting burden for both high and low traffic situation.
3 Conclusion

RAN3 is requested to discuss and if possible agree on the following proposals:
Observation 1: 
Solution 1 leads to inaccurate delay measurement result.

Observation 2: 
Solution 1 is not workable when overload at DU and can not support multi-vendor environment. 

Observation 3:   There is no impact for Solution 3 variant on existing mechanisms, i.e. flow control, DDDS reporting and measurement way.

Proposal 1: 
F1-U delay measurement can reuse the current polling function and DDDS reporting. Solution 3 variant (use dedicated polling and add feedback delay in DDDS) is the suitable one due to the high accurate and efficient measurement without immediate reporting burden for both high and low traffic situation.
4 References
[1] TS 38.425, NR user plane protocol
[2] TS 38.314, Layer 2 Measurements
[3] TS 28.552, 5G performance measurements
[4] R3-214271, Summary of Offline Discussion – F1-U Delay Measurement (RAN3 113e meeting)

[5] R3-215831, Summary of Offline Discussion – F1-U Delay Measurement (RAN3 114e meeting)

[6] R3-221005, SoD on CB: # 13_F1-UDelay (RAN3 114bis-e meeting)
[7] R3-222513, Summary of Offline Discussion – F1U_Delay (RAN3 115e meeting)
[8] R3-223565, Correction of F1-U Delay Measurement for QoS Monitoring
[image: image1][image: image3.png]DU

Ccu-up

Wrong
Calculation



