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1  Introduction

For the source IP address selection at the descendant node, we have the following agreements:

· The IAB TNL Response in the Xn IAB TRANSPORT MIGRATION MAGANEMENT RESPONSE message to include the donor-DU’s BAP address for each IP address/prefix;

· To avoid 1:N mapping, the non-F1 terminating CU should select the same donor-DU in non-F1 terminating topology for all UL BH mappings that share the same BAP address in F1 terminating topology.

But for the boundary node in the topology redundancy scenario, we observe some issues which worth to be discussed. 

In addition, fort the concurrent TNL migration, we observe one issue for the descendant IAB-node of the boundary node. In this paper, we mainly focus on the two remaining issues.
2  Discussion
2.1 Inter-CU Topological Redundancy

According to TS 38.401 [1], in Section 8.17.2.1 “IAB Inter-CU topological redundancy procedure”, we have the following NOTE,

	NOTE:  The non-F1-terminating IAB-donor-CU should select the same IAB-donor-DU in its topology for all to-be-offloaded traffic, whose UL BH mappings received from the F1-terminating IAB-donor-CU in step 2 share the same BAP address.


Besides, according to the agreements of RAN3 #113-e and RAN3 #115-e, we have the following,

· RAN3 prefers that the boundary node processes access traffic in the same manner as the non-boundary access IAB-node.

· A1: The IAB TNL Response in the Xn IAB TRANSPORT MIGRATION MAGANEMENT RESPONSE message to include the donor-DU’s BAP address for each IP address/prefix.

That is, for UL traffic at the boundary node, there is no BAP header rewriting, and the IP addresses assigned in the Donor-CU2’s (Non-F1-terminating) topology are with the real BAP address of Donor-DU2, not the pseudo one. 
In case the BAP addresses of Donor-DU1(belongs to the CU1’s topology) and Donor-DU2 (belongs to the CU2’s topology) are the same, when selecting the source IP address for the UL packets, the boundary node may select an IP address that does not match the destination Donor-DU, which may lead to the packet loss caused by the source IP filtering at the incorrect Donor-DU.

The IP address is configured by the iab-IP-AddressConfigurationList-r16 IE in the RRCReconfiguration message to the IAB-MT. Theredore, in topology redundancy, the IAB node is able to distinguish whether the IP address is configured from MN or SN, by observing whether the iab-IP-AddressConfigurationList-r16 IE is included in the mrdc-SecondaryCellGroupConfig IE. 

Meanwhile, the IAB-node is aware of whether the MN or the SN is the F1-terminating donor. Therefore, based on the Non-F1-terminating topology indicator in the UL mapping configuration, the IAB-node knows to which topology the UL mapping applies, then, the IAB-node can select the proper IP address matching the BAP address configured by MN or SN in the corresponding topology.
Proposal 1: In topology redundancy, the boundary node selects the source IP address for UL packets to be forwarded towards the egress topology, corresponds to an anchored donor DU’s BAP address, among the IP address(es) configured by donor (MN/SN) of the egress topology.
Accordingly, we propose the change for the TS 38.401 in [3]
2.2 Concurrent TNL Migration
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Figure 1. Concurrent TNL Migration example

According to TS 38.473 [2], as shown in Figure 1, the trigger condition for the descendent IAB node (IAB-node4) to transfer the buffered RRC message to its child IAB node (IAB-node5) is that, the collocated IAB-MT (IAB-MT4) has received an RRCReconfiguration message including the intra-donor migration configurations, e.g., new TNL address(es) and the new default UL mapping. 
However, according to the BAP specification 38.340:

“When a BAP PDU that contains reserved or invalid values or contains a BAP address which is not included in the configured BH routing information received, the BAP entity shall:

-
discard the received BAP PDU.”

It is possible that the BAP data PDUs including the TNL migration related UL IP packets which are received from IAB-node 5 being discarded by the IAB-node 4, due to that the IAB-node 4 has not received the updated BAP routing configuration when it sends the, and the UL packets contains the new default BAP routing ID for the IAB-node 5 which contains a BAP address not included in the IAB-node 4’s configured routing entries. Consequently, the TNL migration for the IAB-node 5 fails and will result in more delay for the UE traffic. 

To solve the above problem, 2 alternatives are given as follows,

· Alt #1: The trigger condition for the descendent IAB node to transfer the buffered RRC message to its child IAB node is that the descendent IAB-node has one or more routing entries for the target path.
· Alt #2: In case no routing entry exists for the received packets, use the default configuration of the descendant nodes to forward the TNL migration related UL packets received from the child node.
For the Alt #1, the specification impact is that the condition “the descendent IAB-node has one or more routing entries for the target path” should be added in TS38.473 for the descendant node. But it is worth noting that the Alt #1 will increase the delay of the whole TNL migration procedure and result that the benefit of the whole concurrent TNL migration solution be negligible.
For the Alt #2, the condition in TS38.473 can be kept like it is, but the BAP specification need some update to allow the parent node use its own default configuration to forward UL packets received from child node.
Proposal 2: RAN3 to discuss the following two options for the trigger condition of descendant node to send the buffered RRCReconfiguration to its child IAB-node: 
· Alt #1: The trigger condition for the descendent IAB node to transfer the buffered RRC message to its child IAB node is that the IAB-node has one or more routing entries for the target path.

· Alt #2: In case no routing entry exists for the received packets, use the default configuration of the descendant nodes to forward the TNL migration related UL packets received from the child node.
3  Conclusion

This paper mainly discusses the remaining issues of source IP address selection in topology redundancy and concurrent TNL migration. It is proposed,
Proposal 1: In topology redundancy, the boundary node selects the source IP address for UL packets to be forwarded towards the egress topology, corresponds to an anchored donor DU’s BAP address, among the IP address(es) configured by donor (MN/SN) of the egress topology.
Proposal 2: RAN3 to discuss the following two options for the trigger condition of descendant node to send the buffered RRCReconfiguration to its child IAB-node: 
· Alt #1: The trigger condition for the descendent IAB node to transfer the buffered RRC message to its child IAB node is that the IAB-node has one or more routing entries for the target path.

· Alt #2: In case no routing entry exists for the received packets, use the default configuration of the descendant nodes to forward the TNL migration related UL packets received from the child node.
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