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- Confirm the WA stating that CU1 can initiate the new Xn procedure to request full release (e.g. for the purpose of revoking) in cases of partial migration or RLF? 
-Should CU2 initiate the revoking of traffic offloading by initiating the new XnAP procedure towards CU1, in inter-donor topology redundancy?
- Any need to enhance the Xn: UE Context Retrieve procedure?
- How to handle offloading for descendant node traffic, e.g. in what order are procedures executed?
- How should TNL information exchanged in a wide range of cases (Partial migration, RLF recovery, etc)?
(Qualcomm - moderator)
Summary of offline disc



This CB#1302 discussion has two phases:
Phase 1: Identify potentially achievable agreements for online discussion. 
Phase 2: TPs based on agreements of Phase 1.
The deadline for Phase 1 is Thursday, Feb 24, 23:59:59 UTC. This allows the moderator to prepare some proposals on Friday for Monday’s online session. 
The deadline for Phase 2 is officially the same as for all email discussions, i.e., Monday, January 24, 13:00 UTC. We may want to allocate more time to update the ST2 TP in Ph2.
The following discussion includes all contributions listed in the reference section. They may include some aspects of contributions submitted to AI13.2.3, if they are applicable to AI 13.2.1.1.
The discussion closely follows the topics sent by the WI Rapporteur on the reflector before the meeting, which were also included in the workplan update. The work plan update is discussed under CB 1301.
For the Chairman’s Notes
Propose the following:

Proposal 1a-x: Revert agreement “1c: to enhance the GNB-DU CONFIGURATION UDPATE REQUEST to include information about the new (outer) IP addresses for each DL GTP-U tunnel for F1-U and non-UP traffic type”.

Proposal 1b-x: St2 to capture that for partial migration, inter-donor RLF recovery and inter-donor redundancy, the UL mapping for the descendent nodes MAY be reconfigured (steps 5 and 6 in agreement 1b).

Proposal 2a-x: CU1 may include an IP address request when passing the QoS info per traffic in the XnAP Transport Migration Management Request (step 2 in agreement 2a).

Proposal 6-x: For partial migration and RLF recovery, CU1 can initiate the IAB Transport Migration Management procedure to request partial release of traffic migration (e.g. to free up L2 resources in case UE bearers have been released).

Proposal 7-x: Adopt TP to BL CR 38401 on partial migration, inter-donor redundancy and inter-donor RLF recovery in R3222740.

PHASE I: Discussion
Baseline procedure
We build on the following St2 baseline procedures proposed by the WI Rapporteur before the meeting. The moderator is aware that these baseline procedures include various aspects that have not been agreed. The moderator will identify the gaps as well as proposals from contributions that promote a different approach than taken in these baselines.

Partial Migration ST2 procedure
The following proposals were made:	Comment by Ericsson User: For IP address assignment, the existing signaling, i.e., RRC container in Xn HO Req, is used to provide the non-F1-terminating CU with the boundary-node’s old IP address configuration.


If the IP addresses of the descendants of the boundary node in partial migration, RLF recovery or topology redundancy need to be changed to enable traffic migration, the new XnAP procedure can be used for IP address request, if needed.

· Include old IP addresses in XnAP Requests to CU2 to improve latency. This was proposed by ZTE in R3-221689 and Huawei in R3-222126.
· Include IP address request for descendent nodes into XnHO/DC procedure to better match the St2 procedures to those of the boundary node and to improve latency. This was proposed by Samsung in R3-222312.
Before we can assess the benefits of these optimizations, we need to converge on the ST2 baseline without optimization and then on the ST2 procedures with optimizations. This allows assessing the complexity of the optimization and converging on the corresponding ST2 TP in PH2.
The moderator believes that the ST2 procedures for IP ad dress allocation can be summarized as follows: 

[bookmark: _Hlk96100930]Boundary node IP address allocation for partial migration
Baseline: The XnAP Transport Migration Request includes the new IP addresses
1. RRC container in XnAP HO Request: Old IP addresses/prefix per traffic type (i.e., reuse Rel-16 IE). 
2. RRC container in XnAP HO Response: Returns 1:1 replacement IP addresses/prefix per traffic type. 
3. F1AP gNB-DU CONFIG UPDATE: Informs CU1 about the IP addresses used for each traffic.
4. XnAP Transport Migration Request: QoS info and new IP address per traffic.
5. XnAP Transport Migration Response: L2 info per traffic. 

Optimization 1: The XnAP Transport Migration Request includes the old IP addresses.
This would allow sending the XnAP Transport Migration Request before the reception of the gNB-DU CONFIG UPDATE. 
1. RRC container in XnAP HO Request: Old IP addresses/prefix per traffic type. 
2. RRC container in XnAP HO Response: Returns 1:1 replacement IP addresses/prefix per traffic type. 
3. XnAP Transport Migration Request: QoS info and old IP address per traffic.
4. XnAP Transport Migration Response with L2 info per traffic. 
5. F1AP gNB-DU CONFIG UPDATE: Informs CU1 about the IP addresses used for each traffic
Observation 1a: In case the old IP addresses are included in the boundary-node traffic offload during partial migration, the traffic offload can occur a little earlier, i.e., before boundary node’s F1AP gNB-DU CONFIG UPDATE.

Descendent node IP address allocation for partial migration
Baseline: One XnAP Transport Migration procedure is used for IP address assignment, and a separate XnAP Transport Migration request is used for traffic offload including the new IP address per traffic. 
1. XnAP Transport Migration Request: IP addresses/prefix request per traffic type. 
2. XnAP Transport Migration Response: Returns 1:1 replacement of IP addresses/prefix per traffic type.
3. XnAP Transport Migration Request: QoS info and new IP address per traffic.
4. XnAP Transport Migration Response: L2 info per traffic. 
5. F1AP configuration of boundary node with header rewriting mapping
6. RRC Reconfiguration of descendent node with 1:1 replacement IP addresses/prefix per traffic type. 
7. F1AP reconfiguration of descendent node with UL mappings. 

Optimization 1: Including the old IP addresses in the traffic offload request to reduce the number of XnAP transport Migration procedures. 
The moderator believes that it is necessary that CU1 includes the old IP addresses/IP prefixes per traffic type and also the old IP address per traffic to be offloaded. In this manner, CU2 understands which offload-traffic IP address is contained in which set of traffic-type IP addresses/prefix.
1. XnAP Transport Migration Request: IP addresses/prefix request per traffic type, and QoS info including old IP address per traffic to be offloaded.
2. XnAP Transport Migration Response: Returns 1:1 replacement of IP addresses/prefix per traffic type, and L2 info per traffic (need not include new IP address since mapping is implicit).
3. F1AP configuration of boundary node with header rewriting mapping
4. RRC reconfiguration of descendent node with 1:1 replacement IP addresses/prefix per traffic type. 
5. F1AP reconfiguration of descendent node with UL mappings. 
Observation 1b: In case the traffic offload request includes the old IP addresses/prefix per traffic type and the old IP address per QoS info, the number of Xn Transport Migration procedures can be reduced from two to one.

Optimization 2: The descendant’s IP addresses are assigned via XnHO of the boundary node. This is similar to the baseline, but it uses the XnHO procedure instead of the XnAP Transport Migration procedure for the IP address allocation. 
1. XnAP HO Request: IP addresses/prefix request per traffic type per descendent node. 
2. XnAP HO Response: 1:1 replacement IP addresses/prefix per traffic type per descendent node. 
3. XnAP Transport Migration Request: QoS info and new IP address per traffic.
4. XnAP Transport Migration Response: L2 info per traffic. 
5. F1AP configuration of boundary node with header rewriting mapping
6. RRC Reconfiguration of descendent node with 1:1 replacement IP addresses/prefix per traffic type. 
7. F1AP reconfiguration of descendent node with UL mappings
Observation 1c: In case the IP addresses/prefix assignment per traffic type for each descendent-node is included in the boundary node’s Xn HO procedure, the number of Xn Transport Migration procedures can be reduced from two to one.

Q1. Do you agree with the above flows? Do you agree with observations 1a to 1c? Is the baseline sufficient? Do you believe any of these optimizations should be supported? 
	Company
	Comments

	Qualcomm
	Agree with the above flows.
Agree with observations 1a to 1c.
The baseline is sufficient. The optimizations promise only little benefit.

	Ericsson
	Baseline for boundary node is OK.
1a: observation is OK, but the offload is not a time-critical operation. Also, this requires running once again the XnAP Transport Migration, to inform CU2 about chosen new IPs of the boundary node.
We need to comply to the following agreement, which implies that descendant nodes are not mandated to change IP addresses:
If the IP addresses of the descendants of the boundary node in partial migration, RLF recovery or topology redundancy need to be changed to enable traffic migration, the new XnAP procedure can be used for IP address request, if needed.
So, the baseline for descendant nodes is not OK, since it mandates the change of descendant IPs. 
1b: observation is OK, but our preference is a modification of Optimization 1 as follows (call it Optimization X, pertaining to descendant nodes):
1. XnAP Transport Migration Request: IP addresses/prefix request per traffic type, and QoS info including old IP address per descendant node traffic to be offloaded.
2. XnAP Transport Migration Response: If CU2 decides to assign new IP addresses to descendant nodes, it Rreturns 1:1 replacement of IP addresses/prefix per traffic type, and L2 info per traffic. (need not include new IP address since mapping is implicit). If descendants are allowed to keep their old IP addresses, CU2 returns only L2 info per traffic.
(If descendant IP addresses are retained) F1AP configuration of donor-DU2, configuration is based on old IP addresses of descendant nodes.
3. F1AP configuration of boundary node with header rewriting mapping
4. (If descendant IP addresses are changed) RRC reconfiguration of descendent node with 1:1 replacement IP addresses/prefix per traffic type. 
5. (If descendant IP addresses are changed) F1AP reconfiguration of descendent node with UL mappings. 
1c: disagree with Optimization 2 – this mandates the change of descendant IP addresses. Besides, 
· We should not change the IP addresses of descendants before we know whether CU2 accepts the offload.
· We already have this agreement, stipulating the use of new procedure for IP address allocation to descendant nodes, if needed:
If the IP addresses of the descendants of the boundary node in partial migration, RLF recovery or topology redundancy need to be changed to enable traffic migration, the new XnAP procedure can be used for IP address request, if needed.  
Summary:
· For boundary node, baseline is sufficient.
For descendant nodes, Optimization X, which does not mandate that descendant nodes change their IP addresses, should be the baseline. 

	Huawei
	For boundary node:
· The baseline is sufficient;
· Compared with the baseline, the benefit of optimization 1a is limited.
For descendent nodes:
· The baseline is less efficient compared with 1b and 1c.
· Optimization 1b and 1c are with similar improvements.
· Referring to the agreement that “For IP address assignment, the existing signaling, i.e., RRC container in Xn HO Req, is used to provide the non-F1-terminating CU with the boundary-node’s old IP address configuration.” It is straightforward to include the descendent nodes’ old IP addresses in the boundary node’s Xn HO procedure. Therefore, optimization 1c is preferred.

	Lenovo
	Baseline procedure for boundary node is OK.
But for baseline procedure for descendant node, it needs to clarify that it’s optional for the IP address update of the descendant nodes.
OK for observation 1a and agree to introduce the optimization to accelerate the offloading.
OK for observation 1b. And including the old IP address in the request message can be used for both IP address update and not update cases. Since it’s optional for the IP address update of descendant node, the modified procedure proposed by Ericsson (Optimization X) is better.
For observation 1c, disagree with optimization 2 to request the IP address of descendant node in Xn HO.
In summary, optimization 1 for boundary node and optimization X for descendant node is preferred.

	ZTE
	In step 2 in the baseline procedure for descendant node, we are wondering how could 1:1 replacement of IP info be returned considering that target CU is not aware of the old IP address info. Instead, we think source CU could determine the 1:1 replacement after receiving new IP info from target CU.
Agree with O1a to 1c, and we think the baseline is not sufficient. 
1. For boundary node, we think optimization 1 should be supported to reduce service interruption. And actually, there is no additional specification impact in optimization 1.
2. For descendant node, optimization 1 should be supported to reduce service interruption and reduce the number of signallings. Regarding the two optimizations, we prefer optimization 1 since optimization 2 is not applicable to RLF recovery case. In optimization 2, new IP address info of descendant node is sent to descendant nodes directly from CU2 in recovery case. And CU1 could be aware of new IP address only after receiving report from descendnat node. Moreover, the XnAP traffic migration procedure could be performed slightly earlier in optimization 1 than in optimization 2.

	Fujitsu
	Problems with baseline for boundary node:
IP address replacement should not be used as new IP address request for boundary node. It bases on source donor-DU address and be used when UL BH configuration is not changed. For boundary node, the requested new IP address should pertain to target donor-DU address. We propose the baseline:
1. XnAP HO Request: RRC container with new IP address request per traffic type (without old IP address)
2. XnAP HO Response: RRC container with new UL BH configuration for non-UP traffic and new IP address response per traffic type. The new IP address is anchored at target donor-DU and pertaining to target donor-DU address.
3. HO command for boundary node.
4. F1AP IAB UP CONFIG UPDATE: Informs CU1 about the new IP addresses selected for UP traffic.
5. XnAP Transport Migration Request: QoS info and new IP address selected for UP traffic.
6. XnAP Transport Migration Response: L2 info per UP traffic.
7. F1AP IAB UP CONFIGURATON UPDATE: Informs new UL BH configuration for UP traffic.
However, there is a drawback that the IP address request is before QoS info.
To address the problem of IP address request before QoS info transfer, we have proposed the optimization that the new XnAP is performed before HO.
Optimization 1 for boundary node:
If the IP address replacement is used, new IP address indication to CU2 is not needed, since the 1:1 IP address replacement.
Problems with baseline for descendant node:
As descendant node does not change the UL BH configuration, all the IP address usage is pertaining to the source donor-DU. One-to-One IP replacement pertains to the source donor-DU. So, it is correct to use IP address replacement for traffic of descendant nodes. But CU1 does not need to indicate the new IP address to CU2. The last step reconfiguration for descendant node UL mapping is not needed either. Propose following baseline:
1. XnAP Transport Migration Request: QoS info and RRC container with old IP address/prefix per traffic type 
2. XnAP Transport Migration Response: L2 info per traffic and RRC container with 1:1 IP address/prefix replacement. The modified IP address is anchored at target donor-DU but pertaining to source donor-DU address.
3. F1AP configuration of boundary node with header rewriting mapping and routing entry in CU2 topology
4. RRC Reconfiguration for descendent node with 1:1 replacement IP addresses/prefix per traffic type.
The base line procedure for descendant node is supposed to be done after HO. But here may be UL data loss before the boundary node is configured with header rewriting mapping, because the traffic of descendant node cannot be rerouted. To address that issue, we propose optimization that the new Xn procedure is performed before HO.
Optimization 1/2 of descendant node:
Please check above comments.

	Samsung 
	
Two cases for consideration:
· Case 1: all offloaded traffic is anchored to the same donor DU under CU2
· Case 2: all offloaded traffic can be anchored to different donor DUs under CU2

For Case 1: 
· Boundary node: Baseline has some problem
Step 3: F1AP gNB-DU CONFIG UPDATE does not provide information on 1:1 IP address replacement. Thus, new IP address cannot be provided in step 4. 
Solution: F1AP gNB-DU CONFIG UPDATE should be enhanced to provide 1:1 replacement information
Optimization 1 makes sense, and we agree Observation 1a. With this, the enhancement to F1AP gNB-DU Config Update message is not needed. Thus, we proposal
Boundary node: Optimization 1 is taken as baseline for case 1. 
· Descendant node: Baseline has some problem
Step 2: the 1:1 replacement cannot be achieved since step 1 does not provide old IP address. 
Solution: step 1 should be enhanced to provide the old IP address, and then step 2 provide the 1:1 replacement information. 
For optimization 1, 
· Step 1 needn’t include IP address request since the contained old IP address can be used as implicit IP address request 
· Step 2 should be enhanced to indicate the 1:1 replacement by including both old and new IP address.
With the above enhancement, optimization 1 can be used as the baseline.  
Descendant node: Optimization 1 with 1) removing IP address request in step 1 and 2) enhancing 1:1 replace by include old/new IP address can be considered as baseline for case 1. 

For Case 2:
· Boundary node
Step 1&2 in the baseline result in the problem of blind anchored donor DU selection, i.e., the anchored donor DU under CU2 is determined by CU2 without knowing QoS information of offloaded traffic due to 1:1 IP address replacement in RRC container. This does not make sense. 
Optimization 1 has the same problem. 
This problem can be resolved only to not allow case 2 during migration procedure. 
· Descendant node 
Baseline has the same problem (blind anchored donor DU selection) as boundary node. While Optimization 1 does not have such problem since the new IP address is provided when CU2 knows the offloaded traffic’s QoS. 
To avoid blind anchored donor Du selection, we can assume that the partial migration/RLF recovery procedure should be restricted the case that one donor DU under CU2. While after the completion of the procedure, multiple donor DUs can be allowed. 

In summary, our proposal is:
Assuming CU2 selects one donor DU during partial migration/RLF recovery procedure:
· Boundary node: optimization 1 as baseline
· Descendant node: Optimization 1 with 1) removing IP address request in step 1 and 2) enhancing 1:1 replace by include old/new IP address can be considered as baseline




	Nokia
	Our general comment is the IP address (at least the IP address for U-plane) should be assigned during the XnAP migration procedure. The main reason is CU2 need the traffic QoS in order to determine the IP address assignment for boundary node and descendant IAB. (this comment also apply to Section 3.3)
An example is given below, IAB1 migrates from DU1 to IAB2. (descendant IABs are not shown in the figure):


CU2 can allocate the IP address from DU3 (or DU4, or DU3 and DU4) to IAB1. Let’s assume the offloaded traffic is 10Gbps, and DU3-IAB2 can only support 6Gbps (DU4-IAB2 can support 5Gbps)
 * Without QoS info, CU2 blindly assign the IP address, e.g. assign the IP address from DU3. This causes the issues since the DU3-IAB2 BH can only support part of the offloaded traffic. 
 * With QoS info, CU2 can assign 1 IP address from DU3 and 1 IP address from DU4.   (In another example, DU4-IAB2 can support 11Gbps, so CU2 only need to assign IP address from DU4).
So it is beneficial to assign the IP address for U-plane during the Xn migration procedure. The IP address for C-plane for the boundary node may be assigned during the Xn HO procedure, since the C-plane traffic is not much.
For boundary node, agree to use Optimization 1 as baseline, with the update to only assign the IP address for C-plane during the Xn HO procedure, and assign the IP address for U-plane during the Xn migration procedure. 
For descendant node, agree to use Optimization 1 as baseline. 

BTW, we would suggest not mix the discussion with CB#1303, whether avoid the reconfiguration of the descendant IAB.



Summary:
The following issues were identified:
Issue 1: The donor-DU2 may have different IP address allocation constraints than donor-DU1 and for that reason 1:1 replacement of IP addresses/prefix per traffic type cannot be guaranteed. This is a valid issue.
Issue 2: CU2 may use multiple donor-DUs and/or a different number of donor-DUs than CU1. This is a valid issue. It is yet another reason that 1:1 replacement of IP addresses/prefix per traffic type is off the table. 
Issue 3: CU2 may want to allocate traffic among multiple donor-DU2s based on the QoS of the to-be-offloaded traffic. This is a valid issue.
Issue 4: CU1 may not know the IP address/prefixes per traffic type allocated by CU2. This is not a problem as long as CU1 knows the IP address per traffic.
Issue 5: The baseline for descendent-node migration should be “avoidance of reconfiguration” (AOR). RAN3 agreed that “avoidance of DN reconfiguration” to be handled as an optimization AFTER defining the baseline. Further, all R3#115e contributions fall short on defining a comprehensive procedure. The moderator suggests we agree on the necessary ST2 aspects in CB 1303, so that we comply with the functional freeze by March, and fill in the remaining ST3 in R3#116. 
Based on the feedback, the following baseline is defined for partial migration of the boundary node:

	Proposal 1a: The baseline procedure for partial migration of the boundary node includes at least the following steps:
1. XnAP HO Request: Includes RRC container with old IP addresses/prefix per traffic type (i.e., reuse Rel-16 IE).
2. XnAP HO Response: Includes RRC container with new IP addresses/prefix per traffic type configuration by CU2.
3. HO execution
4. F1AP gNB-DU CONFIG UPDATE: Informs CU1 about the individual IP address selected for each traffic.
5. XnAP Transport Migration Management Request: QoS info with new IP address per traffic.
6. XnAP Transport Migration Management Response: L2 info per traffic.
7. F1AP IAB UP CONFIG UPDATE: CU1 updates the UL mappings on the boundary node for each traffic.
8. Over time, CU2 may reconfigure IP addresses via RRC and L2 per traffic via Xn in case it wants to add/change/remove donor-DUs.


Why not send old IP addresses: The IP address allocation by CU2 is different than that by CU1 (i.e., there is no 1:1 swap out). The boundary-node therefore needs to select the IP address it wants to use for each traffic type from the new addresses, and this selection can then be included in the traffic offload request. The old IP addresses per traffic would be meaningless to CU2.
Why traffic offload needs to wait for the GNB-DU CONFIG UPDATE: So that the boundary node can select the IP address per traffic from the addresses/prefixes configured.
 
How CU2 can select donor-DU2s based on QoS: Allow CU2 to update the IP addresses and L2 configuration in case it is not happy. This needs to be redone over time as traffic load will change.

For the descendent node, we can define one procedure for partial migration, inter-donor redundancy, and inter-donor RLF recovery. The following is proposed:

	Proposal 1b: The baseline procedure for the descendent-node during partial migration includes at least the following steps:
1. XnAP Transport Migration Management Request: Includes IP addresses/prefix request per traffic type, and QoS info per traffic
2. XnAP Transport Migration Management Response: Returns new IP addresses/prefix per traffic type configuration, and L2 info per traffic.
3. F1AP configuration of boundary node with header rewriting mapping
4. RRC Reconfiguration of descendent node with new IP addresses/prefix per traffic type.
5. F1AP UE CONFIGURATION UPDATE REQUEST: Includes new UL mappings for each migrated traffic
6. F1AP UE CONFIGURATION UPDATE RESPONSE: Includes IP address selected for each migrated traffic
7. XnAP Transport Migration Management Request: Includes the modified traffic context with IP address per traffic.
8. XnAP Transport Migration Management Response: Ack.
9. Over time, CU2 may reconfigure IP addresses via RRC and L2 per traffic via Xn in case it wants to add/change/remove donor-DUs.



Why not send old IP addresses for each traffic: Same reason as above.
 
How CU2 can select donor-DU2s based on QoS: Allow CU to update the IP addresses and L2 configuration over time in case it is not happy. This needs to be redone over time as traffic load will change.

Inter-donor Redundancy ST2 procedure
In the inter-donor redundancy procedure, CU2 provides new IP addresses/prefixes instead of replacing the old ones. Below, the baseline as well as the above optimizations are discussed. 

Boundary node IP address allocation for redundancy
Baseline: The XnAP Transport Migration Request includes the new IP addresses.
1. RRC container in XnAP DC Request: Old IP addresses/prefix per traffic type (i.e., reuse Rel-16 IE). 
2. RRC container in XnAP DC Response or RRC message to boundary node: New IP addresses/prefix per traffic type (not 1:1 replacement!) 
3. XnAP Transport Migration Request: QoS info but without IP address per traffic (since unknown).
4. XnAP Transport Migration Response: L2 info per traffic.
5. F1AP UE CONFIGURATION UPDATE REQUEST: New UL mappings for each migrated traffic
6. F1AP UE CONFIGURATION UPDATE RESPONSE: IP address selected for each migrated traffic
7. XnAP Transport Migration Request: Modification of each traffic with new IP address.
8. XnAP Transport Migration Response: Acknowledgement of modification.

Optimization 1: The XnAP Transport Migration Request includes the old IP addresses in the Xn Transport Migration Request (step 3 of the baseline).
The moderator believes that there is no benefit:
· In the DC scenario, CU2 does not replace CU1’s old IP addresses, but it provides new IP addresses/prefixes instead.
· The boundary node is the one that needs to select an IP address from these IP addresses/prefix for each to-be-offloaded traffic.
The flow and number of steps is therefore the same as the baseline.
Observation 2a: There is no benefit in including the old IP address per traffic in the boundary-node’s traffic offload request for inter-donor redundancy.
Descendent node IP address allocation for redundancy
Baseline: One XnAP Transport Migration procedure is used for IP address assignment, and a separate XnAP Transport Migration request with the new IP addresses is used for traffic offload. Note that these two XnAP Transport Migration procedures can be merged.
1. XnAP Transport Migration Request: IP addresses/prefix request per traffic type. 
2. XnAP Transport Migration Response: New IP addresses/prefix per traffic type.
3. RRC Reconfiguration of descendent node with additional IP addresses/prefix per traffic type. 
4. XnAP Transport Migration Request: QoS info without IP address per traffic (can be merged with step 1).
5. XnAP Transport Migration Response: L2 info per traffic (can be merged with step 3).
6. F1AP configuration of boundary node with header rewriting mapping
7. F1AP configuration of descendent node: New UL mappings for each migrated traffic
8. F1AP replay by descendent node: IP address selected for each migrated traffic
9. XnAP Transport Migration Request: Modification of traffic with new IP address.
10. XnAP Transport Migration Response: Acknowledgement of modification.

Optimization 1: Including the old IP addresses in the traffic offload request. 
The moderator believes that there is no benefit in including the old IP address per traffic in the Xn Transport Migration Request for the same reasons as outlined for the boundary node above.
Observation 2b: There is no benefit in including the old IP address per traffic in the descendent-node’s traffic offload request for inter-donor redundancy.

Optimization 2: The descendant’s IP addresses are assigned in the Xn DC procedure of the boundary node. This is similar to the baseline but uses the Xn DC procedure instead of the XnAP Transport Migration procedure for the IP address allocation. 
The moderator believes that there is no benefit over the baseline procedure where the request of IP addresses/prefix can be merged with the traffic offload request. 
The moderator further believes that the baseline procedure is still needed in case CU2 wants to replace its IP addresses, e.g., by changing donor-DU2.
1. XnAP DC Request: IP addresses/prefix request per traffic type.
2. XnAP DC Response: New IP addresses/prefix per traffic type.
3. RRC Reconfiguration of descendent node with additional IP addresses/prefix per traffic type. 
4. XnAP Transport Migration Request: QoS info without IP address per traffic.
5. XnAP Transport Migration Response: L2 info per traffic. 
6. F1AP configuration of boundary node with header rewriting mapping
7. F1AP configuration of descendent node: New UL mappings for each migrated traffic
8. F1AP replay by descendent node: IP address selected for each migrated traffic
9. XnAP Transport Migration Request: Modification of traffic with new IP address.
10. XnAP Transport Migration Response: Acknowledgement of modification.
Observation 2c: Including the IP addresses/prefix assignment per traffic type for each descendent node in the boundary node’s Xn DC procedure does not lead to a reduction in the number of messages. Also, the baseline procedure is still needed in case CU2 replaces its IP addresses.

Q2. Do you agree with the above flows? Do you agree with observations 2a to 2c? Is the baseline sufficient? Do you believe any of these optimizations should be supported? 
	Company
	Comments

	Qualcomm
	Agree with the above flows.
Agree with observations 2a to 2c.
The baseline is sufficient. The optimizations promise only little benefit.

	Ericsson
	Baseline for boundary node is OK.
2a: observation is OK
The baseline for descendant nodes is not OK, since it mandates the change of descendant IPs. 
2b: disagree – old IP indication for descendant nodes is needed. Note that  it is not mandatory that descendant nodes change their IP addresses. CU1 should hence indicate the old IPs of descendant nodes in the Xn Transport Migration Request, and, if needed, CU2 can indicate in the response 1:1 replacement to new IP addresses. Now CU1 knows the new/old addresses and can indicate them to the descendant nodes. This invalidates the following statement by the moderator: “The moderator believes that there is no benefit in including the old IP address per traffic in the Xn Transport Migration Request for the same reasons as outlined for the boundary node above.” So, we propose the following, based on Optimization 1 (call it Optimization X pertains to descendant nodes):
1. XnAP Transport Migration Request: old IP addresses and QoS info per traffic indicated to CU2. 
2. XnAP Transport Migration Response: If CU2 decides to assign new IP addresses to descendant nodes, it returns 1:1 replacement of IP addresses per traffic and L2 info per traffic. If descendants are allowed to keep their old IP addresses, CU2 returns only L2 info per traffic.
(If descendant IP addresses are retained) F1AP configuration of donor-DU2, configuration is based on old IP addresses of descendant nodes. 
3. (If additional IP addresses are assigned) RRC Reconfiguration of descendant node with additional IP addresses per traffic. 
4. F1AP configuration of boundary node with header rewriting mapping
5. (If descendant IP addresses are changed) F1AP configuration of descendant node: New UL mappings for each migrated traffic
2c: disagree with Optimization 2 – this mandates the change of descendant IP addresses. Besides, 
· We should not change the IP addresses of descendants before we know whether CU2 accepts the offload.
· We already have this agreement, stipulating the use of new procedure for IP address allocation to descendant nodes, if needed:
If the IP addresses of the descendants of the boundary node in partial migration, RLF recovery or topology redundancy need to be changed to enable traffic migration, the new XnAP procedure can be used for IP address request, if needed. 
Summary:
· For boundary node, baseline is sufficient.
· For descendant nodes, Optimization X, which does not mandate that descendant nodes change their IP addresses, should be the baseline.

	Huawei
	Agree with observation 2a to 2c.
The baseline solution is enough.

	Lenovo
	For boundary node, agree with the observation 1a and the baseline.
For descendant node, we need to consider the case of avoidance reconfiguration IP address of descendant nodes. So we prefer the Optimization X proposed by Ericsson.

	ZTE
	Regarding the baseline procedure for boundary node, 
In step 1, CU1 sends old IP addresses/prefix via RRC container in XnAP DC request. However, the M-NG-RAN node to S-NG-RAN node Container in the S-NODE ADDITION REQUEST message includes the CG-ConfigInfo message, and the RRCReconfiguration message in the CG-ConfigInfo message does not include IAB-related configuration. So some enhancements are needed to 38.423 or 38.331 assuming CU1 sends old IP addresses/prefix per traffic type to CU2 via R16 RRC container.   
Regarding the baseline procedure for descendant node,
In step 3 and step 7, the RRC message and the new UL mapping in F1AP need to include a topology identity. Otherwise, descendant node does not know which traffic is to be offloaded and which IP address group (i.e. IP addresses routable via donor-DU 1 and IP addresses routable via donor-DU 2) should be used. 
And we think the baseline procedure is not sufficient. In the baseline procedure, the DL traffic transmission could be available only after CU2 receives new IP info from CU1 which is selected and reported from boundary node. This would be lead to service interruption. In our view, the following optimization should be considered:
1. For boundary node: CU1 sends IP address request (e.g. type and quantity for each type) to CU2 explicitly. 
2. For both boundary node and descendant node: After receiving new IP addresses from CU2, CU1 can determine the new (outer) IP address for boundary node per each to be offloaded traffic. And the new additional (outer) IP addresses are not sent via RRCreconfiguraiton. Instead, CU1 sends the new (outer) IP address per F1-U tunnel via F1AP message. 
In this case, CU1 could send new IP address and QoS info to CU2 for DL mapping configuration right after receiving new IP addresses from CU2 so that DL transmission could recovery earlier and service interruption could be reduced. Meanwhile signaling overhead could be reduced since new IP address info don’t need to be sent to descendant node via RRCreconfiguration. 

Agree with O2a-O2c if the boundary/descendant node selects and reports the selected IP address. Disagree with O2a-O2c if the aforementioned optimization is applied, i.e. CU1 sends new (outer) IP address per F1-U tunnel to IAB node via F1AP message instead of RRC message. 

On the other hand, in order to use a unified solution for migration/recovery/redundancy cases, we suggest to support optimization 1, i.e. the XnAP Transport Migration Request includes QoS info and the old IP address instead of new IP address. The 1:1 mapping new IP address could be sent to CU1 in the response message. And then CU1 could  send the new (outer) IP address per F1-U tunnel to IAB node via F1AP message. 

	Fujitsu
	Problems with baseline for boundary node:
For boundary node, as the UL BH configuration is changed to CU2 topology, the requested new IP address should pertain to top2 donor-DU address. It is correct to use new IP address rather IP address replacement. The baseline is similar with partial migration:
1. XnAP DC Request: RRC container with new IP address request per traffic type(without old IP addresses)
2. XnAP DC Response: RRC container with new UL BH configuration for non-UP traffic and new IP address response per traffic type. The new IP address is anchored at target donor-DU and pertaining to target donor-DU address.
3. DC setup request to boundary node.
4. F1AP IAB UP CONFIG UPDATE: Informs CU1 about the new IP addresses selected for UP traffic.
5. XnAP Transport Migration Request: QoS info and new IP address selected for UP traffic.
6. XnAP Transport Migration Response: L2 info per UP traffic.
7. F1AP IAB UP CONFIGURATON UPDATE: Informs new UL BH configuration for UP traffic.

Problems with baseline for descendant nodes:
As descendant node does not change the UL BH configuration, all the IP address usage is related to the top1 donor-DU. One-to-One IP replacement should be used pertaining to the top1 donor-DU. CU1 does not need to indicate the new IP address to CU2. The reconfiguration for descendant node UL mapping is not needed either. The proposed baseline (similar with partial migration case):
1. XnAP Transport Migration Request: QoS info and RRC container with old IP address/prefix per traffic type 
2. XnAP Transport Migration Response: L2 info per traffic and RRC container with 1:1 IP address/prefix replacement. The modified IP address is anchored at top2 donor-DU but pertaining to top1 donor-DU address.
3. F1AP configuration of boundary node with header rewriting mapping and routing entry in CU2 topology
4. RRC Reconfiguration for descendent node with 1:1 replacement IP addresses/prefix per traffic type.
The base line procedure for descendant node is supposed to be done after DC setup.

	Samsung
	Boundary node: baseline has a problem
The IP address request is not performed via the RRC container since the request IP address is new added ones rather than replacement. 
With the above concern, Optimization 2 makes sense. If companies are not comfortable to use DC procedure for IP address request, two steps via new XnAP procedure should be used for IP address request after DC establishment, i.e., 
1. XnAP DC Request
2. XnAP DC Response
2a. XnAP Transport Migration Request: IP addresses/prefix request per traffic type.
2b. XnAP Transport Migration Response: New IP addresses/prefix per traffic type. 
3. RRC Reconfiguration of descendent node with additional IP addresses/prefix per traffic type. 
With the above, we propose 
Boundary node: Optimization 2 as baseline, and agree O2a
Descendant node: Agree Baseline, agree O2b


	Nokia
	As commented in Section 3.2, we prefer the IP address (at least the IP address for U-plane) should be assigned during the Xn migration procedure. 

For boundary node: agree with Samsung’s comments, and use new Optimization 2. 
For descendant node: agree Optimization 1 as baseline
In baseline, the XnAP migration procedure is performed for 3-times (or twice). 
In optimization 1, the XnAP migration procedure can be reduced from 3 (or 2) to 1. It is a clear benefit. So we disagree with Observation 2b. Optimization 1 can be 
1. XnAP Transport Migration Request: QoS info and RRC container with old IP address/prefix per traffic type 
2. XnAP Transport Migration Response: L2 info per traffic and RRC container with 1:1 IP address/prefix replacement. 
3. F1AP configuration of boundary node 
4. RRC Reconfiguration for descendent node.






Summary:
The following issues were identified:
Issues 1 to 5: Some of these issues from partial migration were repeated. The same replies apply. 
Issue 6: For Xn DC procedures, RRC container in Xn message does not include IAB address configuration. The moderator does not understand why the RRC container, which holds an RRC Reconfiguration, cannot include the IAB address configuration. However, the matter can be addressed by having CU2 configure IP addresses in a later reconfiguration. The moderator does not believe that there is any benefit in including the IP address addition in the Xn DC messages.
Issue 7: Topology identifiers are needed in some of the messages (e.g., F1AP message holding UL mapping for boundary node). The moderator agrees. This issue has been identified and is presently discussed in RAN2. RAN3 only needs to include this information on St3.
Issue 8: An optimization is proposed for the boundary node, where CU2 sends the IP addresses/prefix per traffic type explicitly to CU1. The moderator does not understand the benefit. CU1 only needs to know the IP address used for each traffic, which is selected by the boundary node.

Based on the feedback, the following baseline is defined for inter-donor redundancy of the boundary node:

	Proposal 2a: The baseline procedure for inter-donor redundancy of the boundary node includes at least the following steps:
1. DC setup (IP address request or configuration need not be included)
2. XnAP Transport Migration Management Request: Includes QoS info per traffic without IP address.
3. RRC Reconfiguration by CU2: Includes configuration of additional IP addresses.
4. XnAP Transport Migration Management Response: Includes L2 info per traffic.
5. F1AP UE CONFIGURATION UPDATE REQUEST: Includes new UL mappings for each migrated traffic
6. F1AP UE CONFIGURATION UPDATE RESPONSE: Includes IP address selected for each migrated traffic
7. XnAP Transport Migration Management Request: Includes modification of each traffic with new IP address.
8. XnAP Transport Migration Management Response: Acknowledgement of modification.




How to include IP address configuration in Xn DC: This procedure avoids including anything related to IP addresses in the DC setup. Instead, IP addresses are configured by CU2 in a separate RRC Reconfiguration, after CU1 asks for traffic offload.

Inter-donor redundancy of the descendent node can use the same procedure as defined for partial migration:

	Proposal 2b: The baseline procedure of descendent-node reconfiguration during inter-donor redundancy includes the same steps as that for descendent-node reconfiguration during partial migration.






Inter-donor RLF Recovery ST2 procedure
RLF Recovery should borrow as much as possible from partial migration.
The main changes:
Baseline: 
1. RRC container in Xn UE Context Retrieval Response: Old IP addresses/prefix per traffic type. 
2. RRC Reestablishment: 1:1 replacement IP addresses/prefix per traffic type.
…
All other steps of this baseline procedure and optimization 1 are the same as for partial migration.
Observation 3a: The RLF recovery procedure for the boundary node can be the same as the partial migration procedure for the boundary node with the following exceptions: 
1) the RRC container of the Xn HO Request is passed in the Xn UE Context Retrieval Response, and 2) the RRC container of the Xn HO Response is passed directly by CU2 to the boundary node.
For the descendent nodes, the RLF Recovery procedure can be the same as for the partial migration procedure.
Observation 3b: For the descendent nodes, the RLF Recovery procedure can be the same as for the partial migration procedure.

Q3. Do you agree with observations 3a and 3b? 
	Company
	Comments

	Qualcomm
	Agree with observations 3a to 3b.

	Ericsson
	The baseline above is agreeable assuming that the old IP addresses indicated in the container pertain to the boundary node
3a: OK
3b: yes, assuming that it is ensured that the IP address change of descendants is optional. Also, descendant nodes do not recover, only the boundary node recovers, so a rewording is needed: “For descendant nodes, the traffic migration during the RLF recovery….”. So, if descendant IPs need to be changed (optional):
· CU1 indicates the old IPs of descendant nodes to CU2 in the XnAP Transport Migration Request.
· If needed, CU2 indicates the new IPs of descendant nodes to CU1 in the XnAP Transport Migration Response.
· CU1 indicates the new IPs to the descendant nodes via RRC.

	Huawei
	Agree with obsercations 3a to 3b.
The otpimization (3b) that “include the descendent nodes’ old IP adrresses in the UE Context Retrieval Response message” is preferred.

	Lenovo
	Agree with 3a.
And for 3b, we agree with Ericsson that we need to consider the case for not update the IP address of descendant nodes.

	ZTE
	Agree with O3a and O3b.
Regarding O3b, for descendant nodes, we think unified procedure should be used for partial migration and recovery scenarios. Having this in mind, optimization 1 for descendant node is preferred than optimization 2 since optimization 2 for descendant node is not applicable to RLF recovery case. In optimization 2, new IP address info of descendant node is sent to descendant nodes directly from CU2 in recovery case. And CU1 could be aware of new IP address only after receiving report from descendnat node. 

	Fujitsu
	Problems with the baseline:
IP address replacement should not be used as new IP address request for boundary node. For boundary node, the requested new IP address should pertain to target donor-DU address. The proposed baseline for traffic migration of boundary node:
1. UE Context Retrieve Response: RRC container with new IP address request per traffic type
2. RRC Reestablishment: RRC message with new UL BH configuration for non-UP traffic and new IP address response per traffic type. The new IP address is anchored at target donor-DU and pertaining to target donor-DU address.
3. F1AP IAB UP CONFIG UPDATE: Informs CU1 about the new IP addresses selected for UP traffic.
4. XnAP Transport Migration Request: QoS info and new IP address selected for UP traffic.
5. XnAP Transport Migration Response: L2 info per UP traffic.
6. F1AP IAB UP CONFIGURATON UPDATE: Informs new UL BH configuration for UP traffic.

Agree with observation 3a/3b that the procedure can be the same with that in partial migration. But we should first work out the procedure in partial migration.

	Samsung 
	Agree O3a and O3b

	Nokia
	Agree both



Summary:
No new issues were identified apart from those discussed above.
Based on the feedback, the following baseline is defined for the boundary node:

	Proposal 3a: The baseline procedure for inter-donor RLF recovery of the boundary node includes at least the following steps:
1. XnAP UE Context Retrieval Response from CU2 to CU1: Includes RRC container with old IP addresses/prefix per traffic type (i.e., reuse Rel-16 IE).
2. RRC Reconfiguration from CU2 to boundary node: Includes new IP addresses/prefix per traffic type configuration by CU2.
3. Steps 4 to 8 of partial migration procedure for boundary node





Descendent node reconfiguration during RLF recovery can use the same procedure as defined for partial migration:

	Proposal 3b: The baseline procedure for descendent-node reconfiguration during inter-donor RLF recovery includes the same steps as that for descendent-node reconfiguration during partial migration.





Revocation
Issue 1: Agreement of working assumption for revocation of partial migration and RLF recovery:
WA: CU1 can initiate the new procedure to request full or partial release (e.g. for the purpose of revoking) of traffic migration).

Q4.1: Can the WA be made an agreement?
	Company
	Comments

	Qualcomm
	Yes

	Ericsson
	Yes

	Huawei
	No. CU2 is in full charge of the topology from the boundary node to the target/new donor DU. There is no need to support the revocation triggered by CU1.

	Lenovo
	We slightly prefer only CU2 can trigger the revocation, and we can accept the WA if majority support it.

	ZTE
	No, we can agree to turn it into an agreement only if the brackets (e.g. for the purpose of revoking) are removed. We don’t believe there is solid motivation of CU1 initiating full release for the purpose of revoking. For the purpose of load balance, we think CU2 could initiate full or partial release upon overload. And CU1 should not initiate full release when the load status in CU1 is low and the load in CU2 is not overloaded too.  
Besides, we’d like to clarify that for partial migration and RLF recovery, CU1 can only request full release instead of partial release for the purpose of revoking. 

	Fujitsu
	No, we cannot find any scenario for CU1 initiating the new Xn procedure to request revocation of migrated traffic after partial migration to CU2 or RLF recovery to CU2.
But, when the boundary node recovers RLF back to CU1, CU1 can initiate all traffic revoking via UE Context Retrieve Request message. The detail proposals can be found in R3-221888.

	Samsung 
	Yes

	Nokia
	No.  
Inter-CU partial migration was performed when CU1’s traffic load is bad, or the link connection between the IAB and old parent is bad. After the partial migration, it is unclear when the CU1 initiated revocation is triggered.  
•	In case of CU1’s load is improved, why not use the load balancing based mobility? Please clarify what is missing. 
•	In case the link condition is improved, CU1 cannot know it. 
Also, how does it work? When CU1 initiate the migration procedure by indicating “All Traffic”, what will CU2 reply in the RESPONSE message? What happens if CU2 initiated HO to CU1, but the HO is failed? OR CU2 detects the radio connection with CU1 is still bad and no HO.

	Ericsson 2
	To the opponents: even if BN MT is connected to CU2, it is still CU1 that owns the offloaded traffic, so they have sort of a “shared custody” over the BN and its descendants. This means that they should both be able to revoke.
To Nokia:
Nokia: "In case of CU1’s load is improved, why not use the load balancing based mobility? Please clarify what is missing"
· E///: MLB cannot substitute CU1-triggered revoking. In MLB, load is reported per cell, whereas many other devices, in addition to the BN, may have been served by the cell, which means that MLB report tells nothing to CU2 about whether CU1 can or wants to take back the offloaded traffic. Moreover, MLB operates in such a way that CU1 would send the report to CU2, which ultimately decides if it wants to revoke – why should we do this when we already have CU2-triggered revoking? When CU1 feels that it is ready to revoke, it should revoke.
Nokia: “Also, how does it work? When CU1 initiate the migration procedure by indicating “All Traffic”, what will CU2 reply in the RESPONSE message?”
· E///: When CU1 initiates full revoking (new class-1 Xn procedure), CU2 ACKs and triggers the HO for the BN.
Nokia: “What happens if CU2 initiated HO to CU1, but the HO is failed? OR CU2 detects the radio connection with CU1 is still bad and no HO.”
· E///: Is the intention to optimize for every possible error scenario? If, sometime after migration, the link between BN and old parent is still bad, then there must be something wrong with network planning. If CU1 asks for revoking, and the HO from CU2 to CU1 fails, CU1 will know (based on which it will also send HANDOVER PREPARATION FAILURE), and it will know that it was not possible to revoke the offloading.
To summarize: CU1 can revoke when its load has sufficiently improved. CU2 can revoke when its load becomes prohibitive, provided that the radio link quality between BN and old parent is good enough. If it happens that, at the same time, CU2 wants to revoke, but the link to the old parent is bad, I am afraid there’s not much we can do….But that certainly does not mean that CU1 should not be able to revoke.

	 
	



Summary:

The moderator would like to emphasize:
· The WA only applies to partial migration and inter-donor RLF recovery since for inter-donor redundancy, initiation of full revocation by CU1 is supported.

· As was pointed out by ZTE, for partial migration and inter-donor RLF recovery, CU1 can only initiate full revocation but not partial revocation.

However, companies didn’t really seem to struggle with these aspects. 

Overall support:
· 3 companies support CU1-intiated full revocation.
· 3 companies opposed it.
· 1 company does support it as long as the brackets of “(e.g. for the purpose of revoking)” are removed.
· 1 company only supports it if a majority support it. 

This would be at best a 5 to 3 majority in support of turning the WA into an agreement while removing the backets at the same time. This is not a strong majority.

Nokia proposes that CU1 could apply mobility-based load balancing. It doesn’t seem to be clear how this would work, especially if UEs cannot be migrated due to lacking coverage overlap.

Some other technical issues were mentioned, none of which really make a case for or against the WA.

Based on the replies, the moderator makes the following observations:
· CU2 has reasons to initiate revocation in case of overload or BH link problems in its IAB network. If neither of these things happen there is no reason why it should revoke the migration. If there is a reason that things become unacceptable, it itself can initiate the revocation.
· CU1 has no reason to revoke the load even if it is underloaded. No problem here

Summary: Not sufficient support to turn the WA into agreement. No apparent technical reason to do anything.



Issue 2: Can CU1 reject partial or full traffic release requests by CU2? This issue was raised by Ericson/Verizon in R3-221681.

Q4.2: For redundancy, can CU1 reject partial or full traffic release requests by CU2?
	Company
	Comments

	Qualcomm
	This doesn’t make sense. CU1 is the primary owner of the traffic. It can request offload to CU2, but it cannot force CU2. If CU2 cannot handle the traffic, it can ask CU1 for traffic release. If CU1 cannot handle it either, it should drop it.

	Ericsson
	A few comments:
· A question to QC: where did you see in paper R3-221681 that CU1 rejection of revoking is proposed?
· In fact, we did propose in stage3 R3-222500 a “Traffic Released Information” IE containing a ‘Traffic failed to be released list’. The intention was for CU1 and CU2 to “negotiate” how much traffic can be revoked. However, we do admit that this “negotiation” would be an overkill.
· Since the new class-1 procedure is, well, class-1, CU1 needs to reply to CU2’s release request in any case. That is why the green IE mentioned above needs to at least contain a confirmation of revoking (ACK for all that is requested), so that CU2 knows that it may release the resources used for offloading.     

	Huawei
	Not necessary, if CU2 request some traffic, it is not reasonable for CU1 to reject the release request, since CU2 topology is not able to handle these traffic. We share the view with Ericsson that the negotiation is overkill.

	Lenovo
	The offloading traffic is come from CU1, it’s not reasonable for CU1 to reject the release request from CU2.

	ZTE
	Agree with QC.

	Fujitsu
	Yes. 
When CU2 requests for traffic release, it is only for purpose of revoking. In that case, CU1 may not be able to fulfil the QoS of the traffic requested to be revoked at that time, since CU1 has to prepare the resource serving the traffic in CU1 topology. If CU1 rejects the release request from CU2, CU2 can not release the resource for the traffic in CU2 topology.
That is the difference with CU1 initiated traffic release, in which case CU2 just accepts the release request.

	Samsung 
	Tend to agree that there is no need on rejection to the release request from CU2

	Nokia
	Agree with QC



Summary:

7 (8) companies do not support rejection of CU2 release request.
1 (8) company does support rejection of CU2 release request.

Further, Ericsson emphasizes that, in case the class-1 procedure is used by CU2, CU1 would at least have to send an Ack. The moderator acknowledges this claim under the condition that CU2 actually uses a class-1 procedures (which is still to be agreed). However, this does not imply that CU1 can reject the release request.

Proposal 4: For inter-donor redundancy, CU1 can acknowledge but not reject CU2’s partial or full traffic offload request.





Issue 3: For redundancy, should CU2 include service status information (e.g., by including BAP routing ID or BH RLC CH of congested path) when requesting partial traffic release from CU1. This issue was raised by Samsung in R3-222312.

Q4.3: For redundancy, should CU2 be able to include service status information (e.g., by including BAP routing Id or BH RLC CH of congested path) when requesting partial traffic release form CU1?
	Company
	Comments

	Qualcomm
	The request for release of a traffic is sufficient. CU1 does not care which BAP routing ID or BH RLC CHs are associated with this traffic. 

	Ericsson
	In our understanding, the CU2 may request the revoking due to congestion, processing load or bad link quality. It does not matter for CU1 what the reason is, what matters to CU1 is that CU2 does not want to serve this “traffic” anymore.

	Huawei
	The new Xn procedure initiated by CU2 is sufficient for the revocation purpose. There is no need for CU2 to notify CU1 of the load status.

	Lenovo
	This can be solved by the HbH flow control mechanism in CU2, and CU1 may no need to be aware of the service status information in CU2.

	ZTE
	No, in case of congestion, CU2 can request partial traffic release without informing CU1 of the specific reason.

	Fujitsu
	No, agree with Ericsson.

	Samsung
	The revocation via indicating the released traffic CANNOT achieve the real revocation purpose because:
· A offloaded traffic may be referred to multiple GTP-U tunnels
· The routing of one offloaded traffic can be split into different BAP routing paths in CU2’s topology and CU1 cannot know such split, as shown in the following figure (traffic with index=1 is split into two BAP paths, i.e., BAP routing ID=1 and BAP routing ID=2) 


If IAB1 is congested, BAP routing ID should be revoked. Thus, CU2 should request revocation of traffic of the path with BAP routing ID=1, rather than the whole traffic. 
Similar, one offloaded traffic can be split into different BH RLC CHs between boundary node and its parent node in CU2’s topology. If some of BH RLC CHs are congested, the CU2 can request to revoke traffic over those BH RLC CHs. The revocation in granularity of traffic identified by traffic index cannot achieve this purpose. So, we also proposed to indicate the congested BH RLC CH.
I understand that the revocation can be triggered for other reasons except congestion. However, the revocation request should allow to indicate the BAP routing ID/BH RLC CH ID rather than only traffic Index.  
Thus, our proposal is that:
For the purpose of revocation, the CU2/CU1 can indicate a list of the BAP routing IDs or BH RLC CH IDs rather than traffic index only. 



	Nokia
	Agree with QC



Summary:

7 (8) companies believe that the traffic release request by CU2 does not have to include any information on BAP routing ID or BH RLC CH IDs.
1 (8) company (Samsung) believes that this is necessary. They argue that a traffic may be split over multiple routing paths in topology 2 and only one of these paths may be overloaded. In this case, it would be advantageous if traffic release could be requested with this finer granularity. 

The moderator does not understand Samsung’s proposal. CU1 determines the granularity of the traffics when requesting traffic offload. On the UL, CU2 cannot configure any fine granularity on the L2 transport in topology 2 since this would lead to 1:N mapping at the boundary node. On the DL, CU2 could configure finer granularity on the L2 transport, e.g., by splitting a traffic over two paths without causing 1:N mapping. However, it is not clear how it would configure this since it has to send BAP routing ID and BH RLC CH on a per traffic ID base back to CU1. Further, even if it was able to configure, say, two paths per traffic ID and one of these paths becomes overloaded, it could simply move the load to the other path. If this is not possible, then CU2 should consider requesting the release of the entire traffic. 

Summary: Based on the feedback, the moderator believes that nothing needs to be done.



CP-UP separation
Issue 4: ZTE in R3-221768 proposes:
1. To include move the F1-C Traffic Transfer procedure from the “Dual Connectivity procedures” section into a newly created “IAB procedures” section of TS 38.420.
2. To add description of IAB procedures and IAB transport migration management procedures to TS38.420.

Q5: Do you agree with 1) and/or 2)?
	Company
	Comments

	Qualcomm
	Agree to both 1) and 2)

	Ericsson
	Agree with both. 

	Huawei
	Agree.

	Lenovo
	Agree with both.

	ZTE
	Agree with both.

	Fujitsu
	Agree

	Samsung 
	Agree

	Nokia 
	Agree



Summary:

Proposal 5a: In TS 38.420, F1-C traffic transfer procedure to be moved from the Dual Connectivity procedures section into a newly created IAB procedures section.

Proposal 5b: A description of IAB procedures and IAB Transport Migration Management procedures to be added in TS 38.420.


IAB-supported indicator
Issue 5: Nokia in R3-222141 proposes to introduce the IAB Node Indication IE in the XnAP RETRIEVE UE CONTEXT RESPONSE message, and S-NODE ADDITION REQUEST message.

Q6: Do you agree with this proposal?
	Company
	Comments

	Qualcomm
	Agree

	Ericsson
	Yes

	Huawei
	Agree

	Lenovo
	Agree

	ZTE
	Yes 

	Fujitsu
	Agree

	Samsung 
	Agree 

	Nokia 
	Agree 



Summary:

Proposal 6: The IAB Node Indication IE to be added to the XnAP RETRIEVE UE CONTEXT RESPONSE message and S-NODE ADDITION REQUEST message.

Other Issues
Are there other issues that need to be resolved before we can declare the WI as complete?
Q7: Other issues?
	Company
	Comments

	
	

	
	

	
	

	
	

	
	

	
	




PHASE II: Discussion
The following issues were identified in the online session:

1a: The baseline procedure for partial migration of the boundary node includes at least the following steps:
1). XnAP HO Request: Includes RRC container with old IP addresses/prefix per traffic type (i.e., reuse Rel-16 IE).
2). XnAP HO Response: Includes RRC container with new IP addresses/prefix per traffic type configuration by CU2.
3). HO execution
4). F1AP gNB-DU CONFIG UPDATE: include information about the new (outer) IP addresses for each DL GTP-U tunnel for F1-U and non-UP traffic type.
5). XnAP Transport Migration Management Request: QoS info with new IP address per traffic.
6). XnAP Transport Migration Management Response: L2 info per traffic.
7). F1AP IAB UP CONFIG UPDATE: CU1 updates the UL mappings on the boundary node for each traffic.
8). Over time, CU2 may reconfigure IP addresses via RRC and L2 information per traffic via Xn in case it wants to add/change/remove donor-DUs.


1c: to enhance the GNB-DU CONFIGURATION UDPATE REQUEST to include information about the new (outer) IP addresses for each DL GTP-U tunnel for F1-U and non-UP traffic type.


Issue 11: The GNB-DU CONFIGURATION UPDATE REQUEST already contains the information on the DL GTP-U tunnel for F1-U. For F1-C and non-F1 traffic, explicit signaling of outer IP addresses is not needed.

It is therefore proposed:
Proposal 1a-x: Revert agreement 1c.

	Company
	Comments

	Ericsson
	Not sure I understand. The GNB-DU CONFIGURATION UPDATE enables addition and removal of TNL info. How does it enable replacement?

	ZTE
	Disagree. 
For F1-U traffic, actually, there is no outer IP address info for each GTP-U tunnel in the GNB-DU CONFIGURATION UPDATE message. Only IPsec address and corresponding GTP TNL address(es) are included. It means the outer IP address in this message is per GTP TNL address instead of per GTP-U tunnel. Multiple GTP-U tunnels may share the same GTP TNL address with different GTP TEIDs. In this case, these GTP-U tunnels with the same GTP TNL address have different outer IP addresses, which would be reported to the CU. But the CU could not differentiate exactly which outer IP address is used for each GTP-U tunnel. So the GNB-DU CONFIGURATION UPDATE message needs to be enhanced to contain outer IP address for each GTP-U tunnel, i.e. GTP TEID needs to be included. 
For F1-C traffic, as we discussed in previous meeting, if outer IP address for UA and NUA signaling is not known by the CU, the DL mapping at target donor DU for UA and NUA signaling could only be based on DSCP/FL instead of IP address, DSCP/FL. So it’s beneficial to report outer IP address for UA/NUA in this message as well. 

	Huawei
	Suggest to support TNL address replacement, rather than per GTP-U tunnel/non-UP traffic type configuration when notify the new outer IP address. 

	Nokia
	This requires enhancement to the GNB-DU CONFIGURATION UPDATE. Why not use the same method as 2a? (copied as below)
5). F1AP IAB UP CONFIGURATION UPDATE REQUEST: Includes new UL mappings for each migrated traffic
6). F1AP IAB UP CONFIGURATION UPDATE RESPONSE: Includes IP address selected for each migrated traffic


	Fujitsu
	Not sure GNB-DU CONFIGURATION UPDATE is proper message to be used. 

	
	

	
	

	
	





1b: The baseline procedure for the descendent node during partial migration includes at least the following steps:
1). XnAP Transport Migration Management Request: Includes IP addresses/prefix request per traffic type, and QoS info per traffic
2). XnAP Transport Migration Management Response: Returns new IP addresses/prefix per traffic type configuration, and L2 info per traffic.
3). F1AP configuration of boundary node with header rewriting mapping
4). RRC Reconfiguration of descendent node with new IP addresses/prefix per traffic type.
5). F1AP IAB UP CONFIGURATION UPDATE REQUEST: Includes new UL mappings for each migrated traffic.
6). F1AP IAB-UP CONFIGURATION UPDATE RESPONSE: Includes IP address selected for each migrated traffic
7). XnAP Transport Migration Management Request: Includes the modified traffic context with IP address per traffic.
8). XnAP Transport Migration Management Response: Ack.
9). Over time, CU2 may reconfigure IP addresses and L2 info per traffic via Xn in case it wants to add/change/remove donor-DUs. CU1 may reconfigure IP addresses via RRC.

To be discussed whether there are any mandatory steps or optional steps. 

The case where the IP address is assigned by OAM is out of scope for topology adaptation but not precluded

Issue 12: Wheater steps 5/6 are mandatory or optional: There are scenarios where steps 5/6 are needed, and others, where they are not. For instance:
· Steps 5 and 6 are not needed if there are no UEs connected to the descendent node.
· Steps 5 and 6 are needed if the BAP address in the UL mapping has changed during migration. This is certainly the case for redundancy. It may be the case for partial migration or RLF recovery if the number of donor-DUs used in top-2 is different than in top-1, or when the traffic is differently distributed over donor-DUs in top-2 than in top-1. 

This implies that step 5 and 6 MAY be performed. It is therefore proposed:

Proposal 1b-x: St2 to capture that for partial migration, inter-donor RLF recovery and inter-donor redundancy, the UL mapping for the descendent nodes MAY be reconfigured (steps 5 and 6).

	Company
	Comments

	Ericsson
	Agree

	ZTE
	Agree 

	Huawei
	Agree

	Nokia
	Agree

	Fujitsu
	Agree with the analyze above. The UL mapping for descendent nodes may not be reconfigured.

	
	

	
	

	
	




2a: The baseline procedure for inter-donor redundancy of the boundary node includes at least the following steps:
1). DC setup (IP address request or configuration need not be included)
2). XnAP Transport Migration Management Request: Includes QoS info per traffic without IP address.
3). RRC Reconfiguration by CU2: Includes configuration of additional IP addresses.
4). XnAP Transport Migration Management Response: Includes L2 info per traffic.
5). F1AP IAB UP CONFIGURATION UPDATE REQUEST: Includes new UL mappings for each migrated traffic
6). F1AP IAB UP CONFIGURATION UPDATE RESPONSE: Includes IP address selected for each migrated traffic
7). XnAP Transport Migration Management Request: Includes modification of each traffic with new IP address.
8). XnAP Transport Migration Management Response: Acknowledgement of modification.

IP addresses are requested to CU2. Options for the request are either Step 1 or Step 2 above or via RRC. 
Details on how the are requested are FFS. 


Issue 13: When and how CU1 should send the IP address request to CU2. In case multiple donor-DUs are used in top-2, the IP address configurations by CU2 must be matched up with the L2 information returned in Step 4, i.e., the UL BAP address for a traffic in top-2 must belong to the IAB-donor-DU that anchors the IP address used for the same traffic. This implies that the IP address request should occur before Step 4. The easiest solution is to include the IP address request in Step2, i.e., together with the XnAP Transport Migration Management Request. It is therefore proposed:

Proposal 2a-x: CU1 may include an IP address request when passing the QoS info per traffic in the XnAP Transport Migration Management Request in step 2.

	Company
	Comments

	Ericsson
	Agree 

	ZTE
	Agree 

	Huawei
	We slightly prefer do this IP request in step 1, but can accept step 2 if majority agree

	Nokia
	Agree

	Fujitsu
	Agree.

	
	

	
	

	
	

	
	






The following is agreed: For partial migration and RLF recovery, CU1 can initiate the IAB Transport Migration Management procedure to request full release (e.g. for the purpose of revoking) of traffic migration.

Cases of Partial Release are FFS and to be continued

Issue 14: Whether CU1 be able to request partial release in case of partial migration and RLF recovery. The moderator has the following view:
· CU1 should be able to request full release for the purpose of revocation.
· CU1 should be able to request partial release to free up L2 resources in topology 2 in case UE bearers have been released.     

Proposal 6-x: For partial migration and RLF recovery, CU1 can initiate the IAB Transport Migration Management procedure to request partial release of traffic migration (e.g. to free up L2 resources in case UE bearers have been released).

	Company
	Comments

	Ericsson
	Agree

	ZTE
	Agree 

	Huawei
	Agree

	Nokia
	Agree
The Full release may be initiated for multiple reasons and revocation is just one case. For example, the BN is deregistered. 
Similar for partial release, e.g. a UE left, a UE’s PDU session is released, a descendant IAB left, etc.

	Fujitsu
	Agree

	
	

	
	

	
	

	
	





Proposal 7-x: Adopt TP to BL CR 38401 on partial migration, inter-donor redundancy and inter-donor RLF recovery in R3-22xxxx222740.

	Company
	Comments

	Ericsson
	With modifications/additions

	ZTE
	With modifications/additions

	Fujitsu
	With modifications/additions
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