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1 Introduction

CB: # AIRAN3_ES

- Discuss the left issues input/output/feedback, and standard impacts

- Update the solutions, flowcharts if needed

- Capture the conclusion for ES if agreeable

- Capture agreements and clean up FFS, provide conclusion on ES, and TP if agreeable

(ZTE - moderator)

Summary of offline disc R3-222449
Two phases of this email discussion:
· Phase 1 Deadline: 18:00 UTC, Friday, 25th Feb.

· Phase 2 Deadline : 08:00 UTC, Tuesday, 1st Mar, we will try to come up with agreeable TP in the 2nd phase discussion before online session.
2 For the Chairman’s Notes

Propose to capture the following:

Proposal 1: Regarding the corrections to the solutions and flowcharts, following are agreed and captured into the TR: 

	ID
	Corrections to the solutions and flowcharts

	1
	In both section 5.1.2.2 and 5.1.2.3, Rename the box in the message flow chart in step 2 to “Measurement(s)”, and modify the description of step 2 as The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells. Likewise in step 3 and step 7/8 the reports can be plural, thus the sentence should be modified as “The UE sends the measurement report message(s) to NG-RAN node 1.” 

	2
	In section 5.1.2.2, Modify the description of step 5 as: “Step 5: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models for network energy saving.”

	3
	In Figure 5.1.2.1-1: Split step 4 into two steps

	4
	In both Figure 5.1.2.1-1 and Figure 5.1.2.2-1:

Rename the step “energy saving predictions/decisions (Model Inference)” into “Model Inference”

	5
	In both Figure 5.1.2.1-1 and Figure 5.1.2.2-1:

Add a new step for action: network energy saving strategy before the step “Handover”

	7
	Add the step0 description for optional AI/ML model at NG-RAN node 2.

	8
	Use the dashed line box for AI/ML Model (Optional) in NG-RAN node 2.

	9
	“Handover” could be changed to “Energy Saving Action” to be consistent with 5.2 and 5.3.

	12
	Clean the Editor Note


Proposal 2: Remove “Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons” as input information of Network Energy Saving.
Proposal 3: No consensus on adding predicted energy state as input information.

Proposal 4: No consensus on adding the note on negotiation between NG-RAN nodes.

Proposal 5: Regarding validity time, replace FFS with “Model output validity will be discussed during R18 normative work per inference output”.
Proposal 6: No consensus on regarding “offloading plan” as output information.

Proposal 7: MDT procedures enhancements (for collecting radio measurements on RRM events, i.e. RSRP, RSRQ, SINR, and other UE information identified during SI, i.e. location information, MHI) on improving AI/ML model impacts to be discussed during the normative phase.
3 2nd Discussion

Question 1: Companies are invited to provide the views on the proposals achieved during the 1st discussion?
	Companies
	Yes/No
	Comments

	Intel
	Comment on P7
	To avoid any confusion to introduce new UE measurement (which is RAN2 scope), we prefer to use the same description as LB:
MDT procedures enhancements (for collecting radio measurements on RRM events, i.e. RSRP, RSRQ, SINR and other UE information identified during SI, i.e. location information, MHI) on improving AI/ML model impacts to be discussed during the normative phase

	Ericsson
	See comments
	Point 10 of Proposal 1 has no consensus, we propose to remove it.
Proposal 2 needs to be reformulated as follows to reflect the status of the discussions:

Proposal 2: there is no consensus on “Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons” as input information of Network Energy Saving.
Reword proposal 4 as follows:

Proposal 4: No consensus on add the note on negotiation between NG-RAN nodes.


	Nokia
	Comments on P5 and P7
	On P5, during this study we haven’t managed to determine what exactly validity time is and why/when it is needed. Therefore, we do not support to capture it in the TR at this point. In our view, what we could capture at the time being is  that we can revisit Model Output Validity in Rel.18 in a broader sense where validity can be defined, its need per output can be established and its dependencies on different quantities can be determined (time could be one of those). 

On P7, we agree with intel that it is better to align MDT wording with the LB use case. 

	Lenovo, Motorola Mobility
	P1 – 5 and P1-9 
	In our understanding, handover strategy is one kind of output from inference and handover is the action.  If we agree with P1-9, don’t think we need P1-5.  They basically mean the same. 

	Samsung
	P1-5, P3, P7

	P1-5: Network energy saving action is to switch-off/switch-on cells. If the action is to switch-off, as P1-5, after the cell switching off, the handover can not be done. So it is not correct to put ES action before HO.
P3: it is not clear what is the energy state, what is high/low energy state. Predicted energy efficiency and predicted resource status are enough. We prefer to not include such information. 
P7: still prefer to not limit the UE measurement to MDT. We have not discussed about how to get the UE measurement so far. 
P2, P4: fine for E///’s update.

	Qualcomm
	P7
	Revise P7 as below:

Proposal 7: The need and solution of signaling enhancement to retrieve the AI/ML input information from UE, will be discussed during the R18 normative phase.


	CATT
	P6
	For P2,we prefer the statement from moderator

For P6,we propose to formulate as below: 
Proposal 6:  There is no agreement on regarding “offloading plan” as output information.



	CTC
	Comment on P1-5 and P1-9
	Agree with Lenovo, we need to choose between the two proposals. 

	Huawei
	Comments on P1, P3
	P1: P1-10 has no consensus.
P3: Predicted energy efficiency and predicted resource status are enough. Not sure what the benefit to introduce the energy state.


Question 2: Companies are invited to provide their views on the draft TP.
	Company
	Comments

	
	

	
	


4 1st Discussion
4.1 Solutions and flowcharts
Regarding the corrections to the solutions and flowcharts, following are proposed by companies:

	ID
	Corrections to the solutions and flowcharts
	Proponent

	1
	In both section 5.1.2.2 and 5.1.2.3, Rename the box in the message flow chart in step 2 to “Measurement(s)”, and modify the description of step 2 as The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells. Likewise in step 3 and step 7/8 the reports can be plural, thus the sentence should be modified as “The UE sends the measurement report message(s) to NG-RAN node 1.” 
	[1]

	2
	In section 5.1.2.2, Modify the description of step 5 as: “Step 5: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models for network energy saving.”
	[1]

	3
	In Figure 5.1.2.1-1: Split step 4 into two steps
	[4]

	4
	In both Figure 5.1.2.1-1 and Figure 5.1.2.2-1:

Rename the step “energy saving predictions/decisions (Model Inference)” into “Model Inference”
	[4]

	5
	In both Figure 5.1.2.1-1 and Figure 5.1.2.2-1:

Add a new step for action: network energy saving strategy before the step “Handover”
	[4]

	6
	Adjust the text in the descriptions under Figure 5.1.2.1-1 and Figure 5.1.2.2-1. “If NG-RAN node 2 executes the AI/ML model, the input data for Model Training can include the corresponding inference result from NG-RAN node 2.”
	[8]

	7
	Add the step0 description for optional AI/ML model at NG-RAN node 2.
	[4][5][8]

	8
	Use the dashed line box for AI/ML Model (Optional) in NG-RAN node 2.
	[5]

	9
	“Handover” could be changed to “Energy Saving Action” to be consistent with 5.2 and 5.3.
	[5]

	10
	Add gNB-CU to the gNB node block of the existing signaling flowchart to complete the description of all AI/ML-based energy-saving solutions.
	[13]

	11
	Text corrections in the use case description
	[5]

	12
	Clean the Editor Note
	[10]


Question 1: Companies are invited to provide the comments on whether these corrections to the use case description, solutions and flowcharts could be agreed, and reflected into the TP?

	Company
	Which could be agreed?(1~12)
	Comments

	Ericsson
	Support: 1, 2, 3, 4, 5, 7, 8, 9, 12
	Concerning 6, we do not see the need for this sentence as it does not add new information
Concerning 10, we do not see the benefits of this addition

	Nokia
	1,2, 3,4,5,6,7,8, 9 with a comment, 10, 12 
	Regarding 6, in step 4 we have only captured that an NG-RAN node 2 has an ML Model available. This doesn’t necessarily mean that the NG-RAN node 2 executes inference. For input data from NG-RAN node 2 to also comprise predictions, NG-RAN node 2 needs to run model inference, not just having an ML Model available.
Regarding 9, this could be changed to Energy Saving Action but an Action may be a local decision at a node and may not have impacts on a neighbour. Therefore, representing this generalization in the figure may be more complex. 
Regarding 10, it is ok to add gNB-CU to the gNB node block. Irrespective of the way forward, this should be aligned among the use cases (currently CU is mentioned in the node block in the Load Balancing use case). 

	Samsung
	Support 1, 2, 3, 4, 6, 7, 8, 9, 10, 12
	For 4, as the model in node 2 is optional, it is better to add such description. 

For 5, the handover needs to be done before switch-off. So the action step is not before the HO. 

	Intel
	1, 2, 3, 4, 5, 7, 8, 9, 10, 12
	For 6, we think it may not be needed as we have captured the required information for training/inference explicitly in following sections.

For 9, step 11 should also be updated, as NG-RAN node may also not perform handover, but act on other energy saving strategies.

Step 11 then should be updated as “NG-RAN node 1 executes network energy saving actions. NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy”

	Lenovo, Motorola Mobility
	1, 2, 3, 4, 7, 8, 9, 11, 12
	4, to be consistent among different use case diagrams, either use “Model Inference” or use “xxxxx predictions/decisions”

5, we proposed in [5] to replace “Handover” with “Energy saving action” 

6, we have text describing different kinds of input in the other subclause, we don’t need to repeat here.

	InterDigital
	1, 2, 3, 4, 5, 7, 8, 9, 10, 12
	

	Qualcomm
	All except 6
	6 introduces confusion on recursive training.

	CATT
	1,2, 3,4,5,6,7,8, 9
	for 10, we are not sure all the message in the flow chart are connected only with CU. For example, step 12 and 13 feedback may also be provided from DU to OAM. But it is needed to consider split gNB case in flow chart.

	CMCC
	1,2,3,4,5,7,8,9,10,12
	For 6, it is duplicated information.

	Huawei
	Yes: 1,2,3,4,5,7,8,9,12

No: 6,10,11
	Regarding 6, the current text shows the NG-RAN node 2 sends input data for model training to OAM. It means the NG-RAN 2 could sends the inference result as the input data to OAM. We do not see any new information.

Regarding 10, we do not see the benefits.

Regarding 11, no sure about the purpose.

	CTC
	1,2,3,4,5,6,7,8,9,10, 12
	For 10, as there are two possible solutions for CU-DU split architecture, it’s no harm to capture the corresponding flowcharts in TR. Besides, the similar approach has been applied in load balancing use cases. Via taking other companies’ comments into considerations, we suggest to add additional phases if explanations are needed, e.g., feedback from DU to OAM.

	ZTE
	1,2,3,4,5, 7,8,9,10,12
	6. No need to repeat description of the input from NG-RAN node 2
10. It’s good to capture the DU in the NG-RAN node box because following was agreed:
“In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 

· AI/ML Model Training and Model Inference are both located in the gNB-CU.”


Moderator’s summary:

We see all companies support the correction 1,2,3,4,5,7,8,9,12. And 9 companies support correction 10 “Add gNB-CU to the gNB node block of the existing signaling flowchart to complete the description of all AI/ML-based energy-saving solutions.”, while on over half support correction 6,11. So moderator conclude that the correction 1,2,3,4,5,7,8,9,10,12 as the following proposals, and these corrections would be reflected into the TP. 
Proposal 1: Regarding the corrections to the solutions and flowcharts, following are agreed and captured into the TR: 
	ID
	Corrections to the solutions and flowcharts

	1
	In both section 5.1.2.2 and 5.1.2.3, Rename the box in the message flow chart in step 2 to “Measurement(s)”, and modify the description of step 2 as The UE collects the indicated measurement(s), e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells. Likewise in step 3 and step 7/8 the reports can be plural, thus the sentence should be modified as “The UE sends the measurement report message(s) to NG-RAN node 1.” 

	2
	In section 5.1.2.2, Modify the description of step 5 as: “Step 5: Model Training at OAM. Required measurements and input data from other NG-RAN nodes are leveraged to train AI/ML models for network energy saving.”

	3
	In Figure 5.1.2.1-1: Split step 4 into two steps

	4
	In both Figure 5.1.2.1-1 and Figure 5.1.2.2-1:

Rename the step “energy saving predictions/decisions (Model Inference)” into “Model Inference”

	5
	In both Figure 5.1.2.1-1 and Figure 5.1.2.2-1:

Add a new step for action: network energy saving strategy before the step “Handover”

	7
	Add the step0 description for optional AI/ML model at NG-RAN node 2.

	8
	Use the dashed line box for AI/ML Model (Optional) in NG-RAN node 2.

	9
	“Handover” could be changed to “Energy Saving Action” to be consistent with 5.2 and 5.3.

	10
	Add gNB-CU to the gNB node block of the existing signaling flowchart to complete the description of all AI/ML-based energy-saving solutions.

	12
	Clean the Editor Note


4.2 Input

In the previous RAN3#114bis-e meeting, following is the open issue related to input for AI/ML-based network energy saving:

· FFS Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons

Following inputs are proposed by contributions:
	ID
	Input information
	Support/Objection

	1
	Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons
	Support: [1],[2],[7], [11]
Not support: [3],[4], [6](up to implementation), [8], [9], [10], [13]
Move the input information as feedback information [1]

Move the input information as standard impacts instead of input information [12]

	2
	Predicted energy state
	To align with predicted energy efficiency/resource status,, should be straightforward. [5]


Question 2: Companies are invited to provide your comments on whether the input information above for AI/ML based Network Energy Saving could be agreed to capture into the TR?

	Company
	Which could be agreed?(1~2)
	Comments

	Ericsson
	Support: 1, 2
	We feel we need to clarify the use case concerning “Accept/reject of offloading plan”. We acknowledge the comments from companies stating that handovers can be failed by the HO target node. However, this mechanism is not sufficient in the Energy Saving use case. 
An NG-RAN node may infer that if e.g. 10 UEs are offloaded to a target neighbour cell, its energy efficiency will improve. Note, only if all the 10 UEs are offloaded such improvement will take place. 

If we rely on HO failures, the source NG-RAN may offload 5 UEs successfully and get HO failures for the remaining 5. This event may not improve energy efficiency at source while it may degrade energy efficiency at target and for that it should be avoided. 

For this reason, we find it beneficial for source to indicate to target that 10 UEs need to be handed over. If target can accept this action, then the inferred action will take place, otherwise another action will be chosen.

This concept can also be extended to predict energy efficiency at target RAN, but we leave these aspects to normative phase.

	Nokia
	2
	About 1, we think that the source node, utilizing AI/ML, should be in position to take “good” actions. The source, using AI/ML intelligence, should be able to determine how many UEs it is realistic to offload and to which neighbour(s) for energy efficiency. If the source takes a suboptimal decision, then it can use retraining of its Model until its decisions lead to the best energy efficiency performance, which the target would have no incentive to reject. 

	Samsung
	Support 1
	For 1, negotiation of offloading plan helps to realize globe optimization by successful offloading. If the target node can not accept the offloading plan, the source node can select other candidate plan. 
The ES decision is set based on the status of node and its neighbors. But maybe there are several offloading plans from several nodes to one node. For example, node A and node C are the neighbors for node B, but node A and node C are not the neighbor for each other. Due to not-heavy load in node B, node A sets the decision to offload n UEs to node B at time T1, and at the same time, node C also sets the decision to offload m UEs to node B at time T1. At this situation, without negotiation in advance, node B needs to reject the multiple HO request at time T1, which leads to heavy signaling overhead. And node A and node C may needs to re-design the ES strategy, which delays the ES action such as switch-off.
For 2 (energy state), we are fine for active and inactive. But the high/low energy state is confused. So suggest to add the description about what is high/low energy state. 

	Intel
	Support 2
	For 1, if we understand E///’s comment correctly, the purpose is still objecting the action plan from the source NG-RAN node. During last meeting, it was explained that the source NG-RAN node can decide its own action based on inference result.
Additionally, the negative impact on neighbouring NG-RAN node is already taken into account during source NG-RAN node’s model training. OAM and source NG-RAN node can avoid negative performance impact on neighbouring NG-RAN node by collecting input from neighbouring NG-RAN node for model training.

	Lenovo, Motorola Mobility
	2
	

	InterDigital
	Support 1,2
	While we feel that 1 is actually feedback instead of input (and some of the comments above both pro and con support this) we are ok keeping it as input if majority supports.

	Qualcomm
	2
	Existing handover preparation procedure can be used for #1.

	CATT
	None
	For 1), Whether UE can be accepted or rejected by a neighbouring RAN node is part of handover procedures. After source NG-RAN is informed of this information, it can select another target cell to finish handover or no suitable target cell can be founded temporarily. It is up to implementation.

For 2), we think energy state is current state. It is not needed to align again.

	NEC
	Yes
	We believe that negotiations between neighbor NG-RAN nodes regarding NG-RAN nodes for ES is beneficial.

	CMCC
	Support 1
	Share the view with Samsung that negotiation of offloading plan helps to realize globe optimization by successful offloading. If the target node can not accept the offloading plan, the source node can select other candidate plan. 

	Huawei
	No to 1, not sure about the purpose of 2
	For 1, as we already indicated, existing mechanism allows the acceptation/rejection of an incoming request, not sure what else needed; 

For 2, now it seems we introduced predicted energy state, predicted energy efficiency, predicted energy resource status, not sure if we need so many predicted info which seem to be similar.

	CTC
	Support 2
	For 1), decisions generated by model inference has already taken into account the issue of whether neighboring cells are suitable for carrying redundant load traffic. Besides, the neighbor RAN node itself can make decisions whether to accept the transfer or not according to current network conditions, the introduction of AI/ML in the RAN does not mean to change the existing network operation. 

	ZTE
	None
	1) From our perspective, the coordination between the nodes to achieve a “global” energy saving decision is beneficial. However, through the input information e.g., current/predicted energy efficiency and resource status from neighbour nodes, source node itself could help local nodes generate the reasonable and appropriate optimization decision to avoid the void local overload and handover ping-pong.

Moreover, the offloading plan will cause the delay in the handover procedure.
2) Predicted energy state could be calculated by predicted energy efficiency or resource status. Not sure why we need much predicted information.


Moderator’s summary:

Regarding “Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons”, 5 companies support to include this as the input information, 8 companies disagree because most companies think the source node could determine its action by itself, and some companies believe existing mechanism/procedure is enough. Hence, moderator think there is no consensus on this kind of input information.
Proposal 2: Remove “Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons” as input information of Network Energy Saving.
Regarding “predicted energy state”, 7 companies support to include it as input information, while 3 companies don’t support. Since adding the predicted energy state as input information seems no harm, moderator tries to agree to regard it as input information.
Proposal 3: Add predicted energy state as input information.
In addition, [2] believes it would be beneficial for source RAN node and target RAN node to negotiate regarding number of UEs/traffic to be offloaded for the energy saving reasons. Such negotiations may be in a form of offloading plan accept/reject on in another form. It is proposed to add the following Note to step 11 of 5.1.2.2 and step 9 of 5.1.2.3:

“Note: NG-RAN node 1 and NG-RAN node 2 may perform negotiations related to UE HO / traffic offloading before HO execution to prevent service interruptions and excessive signaling and for faster traffic offloading.”
Question 3: Companies are invited to provide your comments on whether to capture the Note regarding negotiations between NG-RAN node 1 and NG-RAN node 2 above?

	Company
	Yes/No
	Comments

	Ericsson
	We tend to support this
	We see this proposal as fitting in the previous concept of “Accept/reject of offloading plan”, so maybe it could be part of that concept and taken as a whole.

	Nokia
	No
	AI/ML can be used on top of existing mechanisms to make them better. We don’t see the need to introduce a new mechanism of negotiations. 

	Samsung
	OK
	Same reason as question2

	Intel
	No
	As explained above, impact on neighbouring NG-RAN node is already taken into account during source NG-RAN node’s model training. OAM and source NG-RAN node can avoid negative performance impact on neighbouring NG-RAN node by collecting input from neighbouring NG-RAN node for model training. Therefore, it’s not needed to negotiate for the predicted action, which will increase delays.

	Lenovo, Motorola Mobility
	Maybe no
	Agree with other companies, let’s focus on basic use of AI/ML first before negotiation between different AI/ML algorithms. 

	InterDigital
	OK
	

	Qualcomm
	No
	Let’s use handover preparation procedure for this purpose. No need to introduce a new mechanism.

	CATT
	None
	For 1), Whether UE can be accepted or rejected by a neighbouring RAN node is part of handover procedures. After source NG-RAN is informed of this information, it can select another target cell to finish handover or no suitable target cell can be founded temporarily. It is up to implementation.

For 2), we think energy state is current state. It is not needed to align again.

	CATT
	No
	We do not think negotiation is benefit as if NG-RAN1 informs NG-RAN2 offloading plan, NG-RAN2 has to reserve resource in advance for offloaded UE which may waste NG-RAN resource. On the contrary, Source RAN node has considered the neighbor RAN load and state and then makes decision. Neighbor NG-RAN can accept/reject UE based on current state which can use NG-RAN resource effectively. So, it is not needed to negotiate.

	NEC
	Yes
	We believe that negotiations between neighbor NG-RAN nodes regarding NG-RAN nodes for ES is beneficial.

	CMCC
	Yes
	

	Huawei
	No
	We think the decision/strategy from AI/ML model already take the situation/status of neighbor node into consideration, to introduce negotiation mechanism just makes things complicated without extra benefits. Of course, any request could be rejected, this is business as usual.

	CTC
	No
	Same reason as the previous question. 

	ZTE 
	No
	Same reason as the previous question.


Moderator’s summary:
This is related to the previous question. 9 companies disagree while 5 companies agree. Since there is no consensus on previous question on whether to include “Accept/reject …” as input information, there is also no agreement here.
Proposal 4: No agreement on add the note on negotiation between NG-RAN nodes.
4.3 Output
3.3.1 Validity time
In the previous RAN3#114bis-e meeting, following is the open issue related to output for AI/ML-based network energy saving:

· FFS Validity time of the predicted energy saving decisions
Upon the contributions, [4][6][11][12][13] propose to introduce the validity time of the predicted energy saving decisions, and provide the benefits and definition of the validity time, while [9][10] think there is no need to introduce the validity time, because received information are valid till a new version of such information is received, and the output information would be reported periodically, which implicitly indicate the validity time. 

And [1] proposes to replace FFS with Validity time (internal node use only). [7] propose to discuss the validity time in the normative Rel-18 phase. [8] proposes to discuss model output validity in normative work.
Moderator tries to conclude the options below regarding left issue on the validity time:

A. Remove Validity time as output information, and further discuss the validity time in the normative R18 work.
B. Remove FFS and keep it as an output information
C. Replace FFS with “Validity time (internal node use only)”.

D. Replace FFS with “Validity time use outside the internal node will be discussed during the work item phase”.

Question 4: Companies are invited to provide their views on which options could be agreed regarding validity time.
	Company
	Which options could be agreed?(A~D)
	Comments

	Ericsson
	Support: A, C, D
	We see validity time to apply to limited outputs, i.e. to quantifiable outputs such as predicted metrics rather than predicted actions. We would be ok to state that validity time is a node internal output. If we want to signal this output, then we need to discuss in normative phase to what output exactly the validity time applies. If the group cannot converge, we would be also fine with removing the validity time parameter.

	Nokia
	Support: A with a note
	We have hard time to understand how exactly validity time will be defined. It seems to be a model specific parameter related to how long a prediction is valid. However, how to define it exactly seems to depend on the model output. E.g., in certain cases it can be a time window during which a prediction is valid and in other examples it is a time instant. It is not clear why is it better if the node running inference indicates for how long the action will be valid as opposed to just sending a new action when the action becomes invalid. But even further, in our view model output validity may not depend only on time. So we could be open to discuss in Rel.18 model output validity that may not necessarily be a time-dependent quantity.  


	Samsung
	Prefer B
	The validity time is to indicate the applicative time for the results obtained from AI/ML model. We need to know when the predicted value is for. Without such information, the results may not benefit to the RAN if applying it to a misplaced time. The validity time might be a time period or time point for predicted energy saving decision. Only when the decision would be done in the determined time, the function is valuable. For example, it may lead to a disaster to execute in advance such as connection lost for UEs or local overload. So it is better to set the validity time as additional information along with the predicted energy saving decision.

	Intel
	Prefer B
	The Validity time can be defined as a time period of an active and valid model inference result, indicating the start time and stop time of the predicted energy saving strategy.
The target NG-RAN node should only perform the received inference action during validity time. When validity time expires, the inference action should be dropped.

As a compromise, we are fine to capture “validity time as output information will be discussed during normative R18 work”.

	Lenovo, Motorola Mobility
	B or D
	

	InterDigital 
	Prefer C then D
	We would support A or B if and only if it is aligned with other use cases. 

	Qualcomm
	D preferred, then A
	

	CATT
	D
	In our understanding, validity time is useful for neighboring RAN node to know the valid time period for exchanged information. For exchanged predicted energy saving strategies and  energy state, only valid time period is clarified, neighboring RAN node can know how to use these information and then make its own prediction.

	NEC
	A, B, D
	

	CMCC
	B or D
	We see benefits of validity time for both internal and neighboring nodes.

	Huawei
	A
	We think the received information are valid till a new version of such information is received. Secondly, the output information can be reported to the subscribed node with a given periodicity, which is just like the existing mechanism where on entity could raise request of load status to another entity with a given periodicity, this mechanism could be reused. In addition, 

	CTC
	B or D
	Validity time can be used to indicate the execution time of the strategies based on predictions of network node, for instance the time when candidate cells perform activation or deactivation, etc. 

	ZTE
	A
	In the current TR, the output information for each use case could be divided into two types, e.g., decision type and prediction type. In our understanding, decision type output information will be taken at the moment when it needed, so decision type does not need the validity time. On the other hand, prediction type output information, the output information would be reported periodically, which implicitly indicate the validity time.


Moderator’s summary:
6 companies agree option A, while 6 companies agree to include validity time as output information but companies could accept add a note that validity time could be discussed in the normative phase. 8 companies accept option D that replace FFS with “Validity time use outside the internal node will be discussed during the work item phase”.
Proposal 5: Regarding validity time, replace FFS with “Validity time use outside the internal node will be discussed during R18 normative work”.
3.3.2 Other Outputs

Following outputs are proposed by contributions [3][7].
	ID
	Proposed Outputs
	Supporting Reason

	1
	 Finer granularity of on/off in time, frequency and space domain, coverage modification, resource coordination
	[3] An active cell can support finer granularity of on/off, and the finer granularity on/off may have impact to F1/E1 interface because the inference is supported in the gNB-CU.

	2
	Offloading plan 
	[7] Handover strategy can comprise of one or more offloading proposal plans, and should be added as an ML-model output


Question 5: Companies are invited to provide your views on whether the outputs above for AI/ML based Network Energy Saving above could be agreed to capture into the TR?

	Company
	Which could be agreed?(1~2)
	Comments

	Ericsson
	Support: 2
	Regarding 1, we do not see the benefit of signalling over the interfaces inference outputs concerning actions with granularity higher than cell level. As an example, such actions do not impact mobility
Regarding 2) we believe it would be good to allow the exchange of offloading plans that target RAN nodes may check and support, or reject. 

We believe however that if an NG RAN node decides to switch off a cell, this should not be communicated to neighbours necessarily. So the offloading plan can be signalled only when multiple plans are possible and the optimal one needs to be selected

	Nokia
	None
	Regarding 1, we do not need to capture finer granularity in the output. Those can be left to implementation.
Regarding 2, we are not sure why the introduction of AI/ML necessitates the introduction of an offloading plan in the output. On the contrary, AI/ML should help a source node to identify the best strategy/offloading plan out of a set of options. Once the best strategy is selected, the need for rejection by the target node vanishes.

	Samsung
	Support 2
	For 1, it is up on implementation.
For 2, offloading plan is fine for us. Negotiation of offloading plan is beneficial for globe optimization by successful offloading. If the target node can not accept the offloading plan, the source node can select other candidate plan. The details can be discussed in normative phase. 

	Intel
	No
	Same as Q2/Q3.

	Lenovo, Motorola Mobility
	None
	

	InterDigital
	Support 2
	This is tied to support in Q2/Q3

	Qualcomm
	1
	#1 was almost agreed in last meeting. But, it was removed from the TR because some companies think it can be up to implementation. 

Actually, it is not true. The finer granularity on/off may have impact to F1/E1 for inference input and output enforcement.

	CATT
	None
	For 1, we think it is up to implementation.

For 2, AI/ML module can make decision any time, it is not needed for AI/ML module to follow a previous plan as current NG-RAN state may change rapidly. So, plan may be not beneficial while mislead neighbor NG-RAN.

	NEC
	2
	

	CMCC
	Support 2
	

	Huawei
	None
	For 1, we understand the intention that finer granularity of on/off could be considered, but we are not see the benefit of signaling such outputs over the interfaces. This is up to implementation.
For 2, we understand the intention, yet this offloading plan is also overlapped with use case on load balancing, but firstly we should be clear on what here more offloading plans mean.

	CTC
	None
	Same reason as the question 2 and 3.

	ZTE
	None
	For 1, it was agreed that it is up to implementation.
For 2, same reason in Quesion2.


Moderator’s summary:
Regarding “finer granularity …”, majority companies disagree, so there is no agreement.
Regarding “Offloading plan”, 5 companies agree, while 7 companies disagree. There is no consensus on regard “Offloading plan” as output information.
Proposal 6:  There is no consensus on regarding “offloading plan” as output information.
4.4 Standard impacts
[3]  proposes to add NG interface impact for information exchange via core network. The same information exchange should be supported over NG for the scenario where Xn is not available. 

- Same information exchange as Xn above between NG-RAN nodes via core network.

[4] proposes to extend the standard impacts to include the output information impacts and extend feedback information impacts, which are listed as follows:

-New signalling procedure or enhanced existing procedure to provide the output data information 

- Predicted energy efficiency between neighboring NG-RAN nodes and source NG-RAN node

- Predicted energy state (e.g., active, high, low, inactive) between neighboring NG-RAN nodes and source NG-RAN node

- Validity time of the predicted energy saving decisions

-New signalling procedure or enhanced existing procedure to retrieve feedback information

- UE performance information between neighboring NG-RAN nodes and source NG-RAN node

- System KPIs between neighboring NG-RAN nodes and source NG-RAN node

[10] considers the current MDT mechanism should be enhanced in order to support consecutive AI/ML data collection. The standard impacts of Network Energy Saving should be extended to include MDT enhancement:

- MDT signaling enhancement to retrieve consecutive AI/ML input information from UE.

[1] [12] proposes to add following related to “Accept/reject of offloading plan” to the standards impact for the feedback information:
- Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons from neighboring NG-RAN node to a NG-RAN node.

[12] also proposes the Xn impacts that is predicted energy saving decision from a NG-RAN node to neighbor NG-RAN node.
Upon the contributions, moderator concludes the standard impacts for AI/ML based energy saving, and invites companies to provide your views on these standard impacts below.

Potential Uu impacts:
1. MDT signaling enhancement to retrieve consecutive AI/ML input information from UE.
Potential Xn impacts:
New signalling procedure or enhanced existing procedure to provide the output data information 

2. Predicted energy efficiency between neighboring NG-RAN nodes and source NG-RAN node

3. Predicted energy state (e.g., active, high, low, inactive) between neighboring NG-RAN nodes and source NG-RAN node

4. Validity time of the predicted energy saving decisions

5. Predicted energy saving decision from a NG-RAN node to neighbor NG-RAN node
New signalling procedure or enhanced existing procedure to retrieve feedback information

6. UE performance information between neighboring NG-RAN nodes and source NG-RAN node

7. System KPIs between neighboring NG-RAN nodes and source NG-RAN node

8. Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons from neighboring NG-RAN node to a NG-RAN node.

Potential NG impacts:

9. Same information exchange as Xn above between NG-RAN nodes via core network.
Question 6: Companies are invited to provide your views on whether the standard impacts for AI/ML based Network Energy Saving above could be agreed to capture into the TR?
	Company
	Which could be agreed?(1~9)
	Comments

	Ericsson
	Not needed
	In our view, “standard impacts” should be a high level description of how the standard may be affected. We foresee that normative work should be based on the use case descriptions, so what is in those descriptions should be taken into account. 
We see that many of the proposals above just repeat the content of the use case description and for that they are not needed (and not that the proposals above also include use cases that we do support).

Some further comments: 

· we have not at all discussed signalling of AI/ML information over NG, hence this cannot be added to the TR. The topic of signalling frequent and high volume information via the CN needs a dedicated discussion.

· MDT enhancements will be taken during normative phase. For now, we have captured that these are potential changes

· If we ensure that the “Accept/reject of offloading plan” is added to the inputs/outputs, there is no need to add it to the standard impacts


	Nokia
	Not needed
	Relevant standards impacts have been captured already in the TR.
Possible NG impacts haven’t really been discussed during the study and in our view considering AI/ML over a scenario where Xn is not available would be very complex and should not be prioritized.    

	Samsung
	2 is already captured.
Support 4,5,6,8

	For 1, how to get location information has not discussed. So it is better not to limit UU impact to MDT.
For 2, it is already captured in the TR.

For 3, it is still not clear about what is high/low energy state. More clarification is needed.

For 4 and 5, OK. Exchanging predicted ES decision informs the neighbor nodes when it will switch-off/on in advance, which helps neighbor nodes to do SON decision (such as ES, LB, MO) to avoid local overload and HO ping-pong. Validity time is to show when the switch-off/on will take place. It is important for neighbor node to know this information. 
For 6, UE performance information exchange after ES action can help to set the suitable ES decision without UE performance downgrading.
For 7, still have concern about system KPI, as it is effected by multiple factors incl. number of UE, channel condition, services, etc. It can not reflect the impact of ES directly.
For 8, negotiation of offloading plan is beneficial for globe optimization as commented in previous questions.

For 9, not very clear about NG impact for energy saving. More clarification is needed.

	Intel
	2, 3, 4, 6, 7
	

	InterDigital
	Probably not needed but in general support 6,7, 8
	In line with the Ericsson comments above and our comments in the other use case discussions. In general, most of these proposals are just adding the inputs/outputs/feedback to the standards impact when need to be sent over the Xn interface. It is clear if we agree on a parameter as input/output/feedback and it is not in a usable existing message and needs to get from one NG-RAN node to another it is a standard impact. 

	Qualcomm
	1: disagree

2,3: already in TR
4: No, wait for normative phase

5, 6, 7, 9: OK
	In current standard, features are equally supported on Xn and NG based handover. So, for AI/ML, we can do the same. All the existing information exchange identified for Xn should be applicable to NG as well. I don’t see any technical difficulty. At least the information can be included in transparent container over NG.

	CATT
	Not needed for NG impact, others is OK
	We have not discussed AMF impact during the study.

	CMCC
	4,5,6,8
	

	Huawei
	Not needed
	Standard impacts have been captured in the TR, and it should be a high level description.

Some further comments:

For 4, see comments to 3.3.1;

For 9, we are just not sure for the moment, since NG interface has not been discussed, and it could not just simple copy what has been agreed for Xn, maybe we could discuss this case by case during normative phase.

For 5, it is not clear “predicted energy saving decision”, we think decision is decision, which is to be executed, not sure what prediction means here.

	CTC
	4, 5, 6, 7
	

	ZTE
	Support 1
Others except 9 are not needed, since the high-level standard impacts were already captured.
9 needs further discussion.
	Regarding 1, currently, the input information from UE for AI/ML network energy saving includes:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available

· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
When UE location information needs to be leveraged as input, model training or model inference in NG-RAN node shall collect the historical UE information including UE location information in the past period of time. Therefore, it is recommended to introduce an indication in the logged MDT measurement configuration to indicate UE whether to collect consecutive historical information (coordinates, latitude, longitude, altitude, etc) no matter what UE state is Idle, Inactive, or Connected state. The MDT configuration also shall include measurement period, and measurement duration.


Moderator’s summary:
Validity time and “accept/reject” are related to the previous questions, so corresponding standard impacts are also not captured. 
Four companies think there is no need to capture the standard impact in details, and standard impacts captured into the TR should be a high-level description, and in the current TP, the standard impacts on feedback information and input information are already captured.  Moderator thinks the description of input, output and feedback information involves the corresponding standard impacts which will be taken into account during the Rel-18 normative work phase, so there is no need to add much more details in the sub-section.
Since no discussion in Rel-17 is about NGAP impact, majority think there is no need to add NGAP standard impacts.
Moderator see that MDT/RRM enhancement is also discussed in the CB: #AIRAN_LB, and now 3 companies think MDT enhancement should be considered in the Rel-18 normative phase.
Above all, moderator tries to conclude the standard impacts to be captured in TR:
· MDT signaling enhancement to retrieve the AI/ML input information from UE, to be discussed during the R18 normative phase.
Proposal 7: MDT signaling enhancement to retrieve the AI/ML input information from UE, to be discussed during the R18 normative phase.
4.5 Conclusion
[7] [10] both propose to add the sub-section to include the conclusion to the AI/ML based Network Energy Saving use case. And [11] suggests to Consider AI based Energy saving use case as baseline for normative work.

Following are the proposed conclusion for the R18 normative work:

1. The Network Energy Saving use case description and “solutions and standard impacts” should be taken as baseline for normative phase. [7]
2. RAN3 has analyzed the descriptions and potential solutions, expected inputs, expected outputs, and expected feedback information of AI/ML based Network Energy Saving, and RAN3 is recommended to specify the potential solutions and potential standard impacts in the above clauses in the Rel.18 WI. [10]
Question 7: Companies are invited to provide the comments on whether to add the sub-section to include the conclusion to the AI/ML based Network Energy Saving for the R18 normative work?

	Company
	If yes, Conclusion1 or Conclusion2
	Comments

	Ericsson
	Need to be taken in CB: #1
	We of course support the content of both proposals 1 and 2, but there is a discussion ongoing in CB: # 1 on an overall conclusion for the study. We suggest to focus on that discussion and to add the content from 1. And 2. To the overall conclusion

	Nokia
	Both conclusions are ok but…
	We agree with E/// that this topic should be discussed in CB: # AIRAN1_General.

	Samsung
	OK but prefer a general conclusion instead of individual ones for each use case
	We prefer to have a conclusion for the whole TR instead of separate conclusions for each use case. It seems nothing special in conclusion for each separate use case. A general one makes TR clear and clean.

	Intel
	Prefer to be discussed in CB: # AIRAN1
	

	InterDigital
	Prefer to do in CB #1
	We support the content of both proposal 1 and 2, but should be a general conclusion. 

	Qualcomm
	Covered by CB#1
	

	CATT
	Need to be taken in CB: #1
	Agree with Eric

	NEC
	Prefer to be discussed in CB: # AIRAN1
	

	CMCC
	Prefer to do in CB #1
	

	Huawei
	See comments
	We think the rapporteur is also leading a discussion on how to conclude, we could reach conclusion there.

	CTC
	Prefer to do in CB #1
	

	ZTE 
	Discussed in CB#AIRAN1_General
	


Moderator’s summary:
The conclusion will be discussed in the CB#1
4.6 Others
[8] proposes to discuss and make a decision in RAN3 on the preferred way forward between the following 2 options with respect to slicing information in the AI/ML Rel.17 study/Rel.18 work: 

1.Include in the scope of the study predictions of existing metrics that may be made on a per slice granularity and in this way introduce slicing aspects into the energy saving use case. 

2.Exclude slicing aspects completely from the study and revisit those under a new use case covering slicing enhancements for a possible Rel.18 SI. 

Question 8: Companies are invited to provide the comments on which options above is preferred?

	Company
	Option1/Option2
	Comments

	Ericsson
	Neither of them
	Network slicing is implicitly supported in the 5G system in the sense that per slice information is already exchanged within the RAN, e.g. resource status information per slice. For that we do not see the need to focus on slicing explicitly.
Besides that, we have not studied and we cannot think of any energy saving action that is made per slice. 

Hence we believe nothing specific needs to be done for the slicing use case, but slicing will be implicitly supported.

	Nokia
	1
	Even though slicing is implicitly supported in current mechanisms, it hasn’t been explicitly discussed during the study. In our view, it needs to be taken into account when going forward with normative work in Rel.18 and we propose to capture it explicitly to avoid any confusion e.g., “Impact of Slicing for AI/ML Energy Saving to be considered in normative phase”.

	Samsung
	Case by case
	It needs to be studied case by case. If the objective is for ES and it is just to consider slicing granularity, it is fine to study in R18 WI. If the objective is not relevant to ES, it is better to study in R18 SI (but it still depends on whether to agree slicing as a new use case).

	Intel
	None for now
	Agree with Ericsson. It’s too early to discuss Rel-18 SI scope.

	InterDigital
	None for now
	Agree with Ericsson, as per their example slicing aspects can be included intrinsically, too early to discuss other slice specific enhancements for R18 SI. 

	Qualcomm
	No for now
	This is last meeting. We didn’t study this topic before. Let’s discuss in normative phase.

	CATT
	No for now
	As we do not have any conclusion on slice, we propose not to mention it at this time.

	NEC
	None for now
	

	CMCC
	None for now
	It’s too early to discuss Rel-18 SI scope.

	Huawei
	Not sure
	Since we have not discussed slicing related issues, but agreements reached so far should anyway be linked with slicing more or less, e.g. energy saving decision should apply to all slice, and why should we introduce per slice energy saving policy? We could discuss this during normative phase.

	CTC
	None for now
	No need to mention slicing at this stage. 

	ZTE
	None for now
	Slicing aspect would be discussed in Rel-18.


Moderator’s summary:
Majority of companies think slicing should be discussed in Rel-18 SI.
No agreement…
5 Conclusion, Recommendations [if needed]

If needed
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