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1 Introduction

This is the summary document for the following come back: 

CB: # 88_F1U_Delay

- More clarification on the issue if any

- If yes, make a decision on solution, if still no consensus, then this issue is stopped in R16

(Samsung - moderator)

Summary of offline disc R3-222513
Two phases of this email discussion:

· Phase 1 Deadline: 11:59AM UTC, Fri. 25th Feb.
· Phase 2 Deadline: 8:00AM UTC, Wed. 2nd Mar. Try to have an agreeable CR in the 2nd phase discussion.

2 For the Chairman’s Notes

Propose the following: 

3 Discussion

Based on discussion, polling function and DDDS reporting can be used for F1-U delay measurement. 

There are two candidate solutions:

· Solution 1: Reuse current polling function and DDDS reporting. No update is needed. The F1-U delay is (T4-T1)/2, where the inner DU feedback delay is negligible.
· Solution 3 variant: Use a dedicated polling function, and enhance DDDS reporting by adding feedback delay result. When the received dedicated polling equals to 1, DU feeds back the DDDS with feedback delay time for F1-U delay measurement. The F1-U delay is (T4-T1-feedback time)/2.

In [1], some issues are identified for Solution 1 as followings.

Solution 1 may lead to wrong measurement when DU sends one DDDS before receiving the DL User Data with polling from CU-UP. 
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Figure 1: Accuracy issue for Solution 1
The reporting frequency/time of the normal DDDS (the ones not triggered by polling) is implementation-specific. When normal DDDS reporting is frequent, the accuracy issue in figure 1 is more serious. Even though F1-U is the average one, too many wrong results lead to low accuracy.
Q1-1: Companies are invited to provide their views on the accuracy issue of Solution 1 that is the wrong measurement when DU sends one DDDS before receiving the DL User Data with polling from CU-UP.

	Company
	Comment

	Samsung
	The accuracy issue for Solution 1 exists for both the normal case and overload case. Although the final result is an average value, the accuracy is low when there are many wrong results. The measurement is for per QoS flow per UE, in high frequent normal DDDS reporting case, there is high possibility that the most of collected results are wrong. And we can not distinguish which one is wrong and which one is correct.

There are some solutions appeared in the offline discussion in previous meetings. But we find that they can not solve this accuracy issue.
· Dropping high deviation values:

How to define the high deviation is a challenge. It is hard to judge which result is wrong. Besides, with high frequent DDDS reporting from DU, the number of too short delay measurement can be high. In such case, the correct measurement results would be discarded due to high deviation, so that the final averaged F1-U delay result is inaccurate.

· Small weight of wrong results in average calculation:

For the case that DU sends DDDS frequently, the number of and the weight of too short delay measurement can be high. So the average delay result is still not accurate. 
· Works under the traffic condition that are such to avoid confusion between polled DDDS and other DDDS:
It is challengeable for how to guarantee the assumption. 
The normal DDDS reporting is implementation-specific. It is hard to guarantee there is no normal DDDS reporting when polling.
And, for the solution that DDDS is only been polled when light load, although CU has the knowledge of traffic intensity in DL, DL traffic intensity is not the load situation of DU which needs to consider retransmission and uplink traffic, so CU still does not know the overload situation of DU. Thus, for this solution, the node needs to confirm the load status firstly, which leads to heavy signaling overhead. On the other hand, if the traffic keeps at a near-saturated level, the delay can not be measured for this QoS level. Thus, when receiving QoS monitoring request from CN, RAN can not feedback the delay measurement due to high traffic or high load.

Besides, it has the impact on flow control as it sets the limitation for flow control to ensure traffic conditions to meet the assumption.

· Setting the limitation of the corresponding node to response DDDS immediately after polling
From the functionality aspect, it is NBC. Secondly, it still does not deal with the accuracy issue since the DDDS is not been identify as the one triggered by polling. Thirdly, the “immediately” can not be guaranteed all the time. When overload at DU, DDDS can not be sent immediately. And under such case, RAN can not response the delay to CN after receiving the QoS monitoring request from CN. Fourthly, “immediately” is anyhow qualitative and not testable.

	Ericsson
	We see that there are no new arguments at this meeting than at the last RAN3 meeting when no consensus was reached on this issue, therefore we cannot but re-iterate our points. 

One additional detail is that the use case companies supporting Solution 3 variant are referring to is the one in Figure 1 above, namely, a case when traffic on a DRB is so intense that the received DDDS at CU-UP is not the polled one. This use case is deliberately constructed to create a delay measurement problem. In reality, delay measurements can be taken on any DRB that is active over the F1-U link. Any of such measurements will deliver a valid delay measurement, see figure below.
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So are the proponents of Solution 3 variant saying that ALL of the possible DRBs over the F1-U link are affected by the issue in Figure 1? This cannot possibly be the case. Hence, a proper implementation would simply select the DRB with a reasonable traffic level and measure delay for that, without ever incurring in the problem from Figure 1.

For that, the enhancements in Solution 3 variant are not justified and it would be unfair to those implementations that can make delay measurement work today to be subject to the changes of Solution 3 variant, without any good reason.

Another point to consider is the one about whether a polled DDDS shall be sent immediately or not. It needs to be highlighted that the following information is mandatory in the DDDS:

Desired buffer size for the data radio bearer

Desired Data Rate

Number of lost NR-U Sequence Number ranges reported

Start of lost NR-U Sequence Number range

End of lost NR-U Sequence Number range

Highest successfully delivered NR PDCP Sequence Number

If a DDDS transmission is delayed, the gNB-CU-UP will not know what the desired data rate, desired buffer size, lost PDUs and acknowledged PDUs are at the DU. Namely, Flow Control will not work properly anymore. We can accept that there might be some very exceptional cases where the DDDS may be delayed, but these cases shall be very seldom and not enough to justify changes to the standard. 

Again, a proper implementation can mark DDDS traffic as prioritized traffic and signal it without any delay even in cases of overload. The standard cannot cater for sub-optimal implementations.

Note: NBC means that a new change breaks previous release implementation. If we change 38.425 to say that polled DDDSs shall be immediately reported, this change is totally backwards compliant as it will only be supported by Rel17 and later RAN.

	
	

	
	

	
	

	
	

	
	

	
	

	
	


Solution 1 is based on the assumption that inner DU feedback delay is negligible. 
But DU can not report the DDDS immediately when overload at DU is encountered as specified in 38.425 as:

The corresponding node shall send the DL DATA DELIVERY STATUS if the Report Polling   is set to 1 or when the NR PDCP PDU with the indicated DL report NR PDCP PDU SN has been successfully delivered, unless a situation of overload at the corresponding node is encountered.
The QoS monitoring request is received from SMF for the delay measurement per QoS flow per UE as defined in TS23.501 and TS38.413:
TS23.501:

5.33.3.2
Per QoS Flow per UE QoS Monitoring

SMF may activate the end to end UL/DL packet delay measurement between UE and PSA UPF for a QoS Flow during the PDU Session Establishment or Modification procedure.

…….
TS38.413:

9.3.1.12
 QoS Flow Level QoS Parameters

This IE defines the QoS parameters to be applied to a QoS flow.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Irrelevant content skipped

	QoS Monitoring Request
	O
	
	ENUMERATED (UL, DL, Both, …, stop)
	Indicates to measure UL, or DL, or both UL/DL delays for the associated QoS flow or stop the corresponding QoS monitoring.
	YES
	ignore

	QoS Monitoring Reporting Frequency
	O
	
	INTEGER (1.. 1800, …)
	Indicates the reporting frequency for RAN part delay for QoS monitoring.

Units: second
	YES
	ignore


Thus, for Solution 1, when receiving QoS monitoring request from CN for a QoS flow, RAN can not feedback the delay measurement due to high load.
Q1-2: Companies are invited to provide their views on whether Solution 1 is workable for overload case.
	Company
	Comment

	Samsung
	No, Solution 1 is not workable for overload case.

Immediate DDDS reporting can not do for overload case, so that negligible inner feedback delay for Solution 1 can not be guaranteed. Thus, Solution 1 is not workable at overload case.

But QoS monitoring request is from CN. RAN is expected to do the corresponding delay measurement on requested QoS flow and UE. CN has no knowledge of DU overload or not. 

The request is for per QoS flow per UE. We can not do the average for all DRBs to avoid overload case.

So for Solution 1, even though receiving the request from CN, RAN can not provide the result due to overload. This is undesirable for RAN.

	Ericsson
	Yes. Collection of the delay over the F1-U link can be carried out on any traffic travelling over the link. The delay does not necessarily need to be collected via DDDS polled from an overloaded DRB and it is nowhere written in the specifications that it should be done so. 

So, in a situation where a DRB is overloaded and a bad implementation is not able to prioritise DDDS traffic over other traffic, the gNB-CU-UP simply takes a measurement over a different DRB over the same F1-U link. Problem solved.
For the above, Solution 1 can work in situations of overload too.

	
	

	
	

	
	

	
	

	
	

	
	

	
	


For inter-vendor environment, the DDDS sending time and the way to deal with overload cases are up to implementation where different vendors may have different methods for them. When DU receiving the polling, when and how to feedback DDDS especially at overload case are not same. So the assumption for Solution 1 is implementation-specific. How to support multi-vendor environment is a challenge for Solution 1.
Q1-3: Companies are invited to provide their views on whether Solution 1 can support multi-vendor environment.

	Company
	Comment

	Samsung
	No, Solution 1 can not support multi-vendor environment.

The assumptions for Solution 1 to work are implementation-specific, i.e. suitable traffic condition. And the DDDS sending time and the way to deal with overload cases are also up to implementation. It is difficult for Solution 1 to work in multi-vendor environment.

	Ericsson
	Yes. Solution 1 is purely based on a proper implementation at the gNB-CU and gNB-DU without the need of these two nodes to know each other´s implementation. The gNB-CU-UP takes measurements over DRBs not in overload. The gNB-DU signals DDDS immediately (ubnless when in very critical overload). As you can see, the two processes do not depend one another.
Solution 3 variant, instead, by allowing the delaying of DDDS transmissions at the gNB-DU, creates interoperability problems at the gNB-CU. gNB-CU-UP expects DDDSs to reflect the latest radio transmission situation and flow control would be totally compromised if delayed DDDSs would carry stale information. Hence, the interoperability issue is at Solution 3 variant and not at Solution 1.

Note that Solution 3 variant will only work if both gNB-CU-UP and gNB-DU are upgraded and support the new changes, while Solution 1 has no need for standard changes and could work right away .

	
	

	
	

	
	

	
	

	
	

	
	

	
	


Based on the analysis in [1], Solution 3 variant does the high accurate and efficient measurement without immediate reporting burden as:

· High accuracy: Exact and accurate DU feedback delay is reported to CU if the received dedicated polling flag is set to 1. CU does the measurement based on the method defined in TS 28.552. This solution solves the issue that inaccurate measurement results come from the DU who can not do the immediate feedback.

· High efficiency: DU adds DU feedback delay in DDDS only when the received dedicated polling flag for F1-U delay measurement purpose equals 1. Otherwise, DU reports the current DDDS without DU feedback delay for the normal polling function.

· No reporting burden: There is no time limitation for DU reporting, so it does not lead to the burden for DU to do DDDS reporting.
· Workable at both high traffic and low traffic situation: There is no traffic status limitation for this solution. Even though DU encounters overload, the accurate feedback delay can be send to CU to support F1-U delay measurement.

For the concerns about the impact for Solution 3 variant, [1] gives the clarification as
· No impact on DDDS reporting. Solution 3 variant is not to set the assumption that DDDS should not be sent immediately. DDDS reporting way keeps the same as the current one. Solution 3 variant is just solves issue under the case that DDDS can not be reporting immediately such as when overload encountered at DU side. Solution 3 variant provides the flexible way to guarantee the F1-U delay measurement under any case.
· No impact on flow control. Solution 3 variant does not put any additional requirements on flow control algorithm which is completely left to implementation. The mandatory information such as desired buffer size in DDDS is the result at the DDDS sending time instead of the Polling receiving time, so the information is not delayed and there is no impact on flow control for Solution 3 variant.
· No impact on the delay measurement method. Solution 3 variant follows the measurement method defined in TS28.552, which is an average delay result. Solution 3 variant just tries to correct the possibility of errors in the averaging process.

Q1-4: Companies are invited to provide their views on whether to support Solution 3 variant as the solution for F1-U delay measurement.

	Company
	Support or not
	Comment

	Samsung
	Support
	The current mechanism as Solution 1 has the issue of accuracy, unworkable in overload case and not-support multi-vendor environment as mentioned in Q1-1, Q1-2 and Q1-3. So the enhancement is needed.
To avoid inaccuracy issue, the feedback delay in DDDS can accurately help to identify it is the polled DDDS, which perfectly avoid the issue in Q1-1. Also it can fit for any cases (light load and over load cases) without reporting burden.
The dedicated polling in DL user data can improve the efficiency and avoid NBC problem.
As analysis in [1] as above, there is no impact of Solution 3 variant on existing mechanism, including flow control, DDDS reporting and measurement way.

So Solution 3 provides way to do high accurate and efficient measurement with no immediate reporting burden for both high and low traffic situation. And there is no impact for Solution 3 variant on existing mechanisms.

	Ericsson
	No
	As explained, Solution 3 variant tries to patch for some suboptimal implementations, and it is not needed. It is unfair to those implementations that can make delay measurement work today and for vendors that invested in making a product work properly to change the standard and impose the weight of compliancy when there is no reason for that.

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


F1-U delay measurement issue comes from operators’ requirements. We have discussed the solutions for four meeting periods. The solution has been adapted to resolve the concerns and solution 3 variant was supported by majority companies. Some companies think it is enhancement. Based on the status, the compromise is to adopt Solution 3 variant as R17 CR. 
Q1-5: The compromise is to adopt Solution 3 variant as R17 CR. Is this acceptable?
	Company
	Acceptable?
	Comment

	Samsung
	Yes
	It is fine for us to adopt Solution 3 variant as R17 CR.

	Ericsson
	No
	Yes, we have discussed for four meetings and for each meeting there was no consensus, so where do we think this discussion will end?
We have thoroughly explained why Solution 3 variant is not needed. We have provided technical justifications of how the current standard can be implemented to make Solution 1 work. For that we cannot agree to the adoption of Solution 3 variant.

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Moderator’s summary:

…….
4 Conclusion

The following is proposed:

……
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