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Introduction

At the last RAN3#114, RAN3 agreed to the following for the mobility between supporting nodes:

· Proposal 1: introduce a new 32bits “MBS QFI SN” in 38.415.
· Proposal 1-1: CN shall include the MBS QFI SN for all the Qos flows for MBS services.
· Proposal 2: Sync in terms of QoS flow to MRB mapping among NG-RAN nodes is achieved by network implementation.
However, the use of data forwarding was not fully concluded as follows: 
The following is to be continued:

 For alternative 1: support data forwarding, and network decides whether applying data forwarding or not.

The paper discusses further the need of data forwarding for mobility between supporting nodes.
  Minimizing data loss using PTP mode in target cell and data forwarding

As mentioned above, PDCP count values are required to be consistent across source and target cells to allow for minimizing data loss into PTP mode in target cell.  In this regard, the most straightforward solution to synchronize the PDCP count between source and target cell is to use an N3 sequence number generated by the MB-UPF. This was agreed at RAN3#114bis:
· Proposal 1: introduce a new 32bits “MBS QFI SN” in 38.415.
· Proposal 1-1: CN shall include the MBS QFI SN for all the Qos flows for MBS services.
· Proposal 2: Sync in terms of QoS flow to MRB mapping among NG-RAN nodes is achieved by network implementation.
Assuming that common PDCP for PTM and PTP legs is used in both source and target cells, as a first step, we propose to look at the case of handover of a UE to PTP mode in target cell. As explained above, when the PDCP SN of target cell MRB is ahead of the PDCP SN of the source cell MRB the handover will result in packet loss.
To this end, during the handover preparation, a forwarding tunnel can be setup between source and target cell. The PTP layer 2 configuration at target side can be prepared and the PDCP PDUs kept buffered for this PTP leg. The logic in the target gNB can be to deliver first the forwarded PDCP PDUs from the source before fresh PDCP PDUs from the target.  

Because a common PDCP is used at target gNB, the delivery of PDCP PDUs over the PTM leg is assumed to continue in the target cell together with the delivery of the forwarded as well as the fresh packets for the UE over the PTP leg. This can be left up to the target gNB implementation how the target PTP leg can catch up the delivery of the target PTM leg. 

It is noted that this solution is feasible as long as PDCP count values are consistent across source and target cells.
At RAN3#114bis an alternative solution was proposed which is to use buffering at the target gNB assuming a tight requirement of 20 ms synchronization across gNB cells. However, this solution may not work in all deployments because:

· The tight synchronization requirement from SA1 only applies to certain applications and not to others,

· It requires specific backhaul and deployment to ensure the stringent synchronization,

· It relies on specific scheduling and buffering implementations of the nodes. 

Therefore, in order to support a variety of other type of deployments, other implementations and other type of applications data forwarding should be supported.
Proposal 1: support “minimize data loss” using data forwarding and PTP mode in target cell with common PDCP and by synchronizing PDCP count between source and target cell.

Mapping between QoS Flows and MRB

At last RAN3#114bis the following agreement was reached:

· Proposal 2: Sync in terms of QoS flow to MRB mapping among NG-RAN nodes is achieved by network implementation.
We assume that:

· Minimizing data loss while avoiding duplicates can be achieved using 1:1 mapping;

· Based on proposal 2, some O&M will be needed to coordinate which QoS flows are eligible for 1:1 mapping across the NG-RAN nodes. 
· Based on proposal 2, some O&M could be done to ensure that in case of N:1 mapping, the same QoS flows to MRB mapping is achieved in all RAN nodes.
However, for N:1 mapping, having the same QoS flow to MRB mapping will not suffice to ensure lossless without duplicates. This is because source gNB and target gNB could schedule the packets differently.

For example, assume that if you have QoS flow 1 and 2 mapped to DRB1 for both source and target, the source gNB could allocate next PDCP  SN=100 to packet of QoS flow 1 and PDCP SN=101 to packet of QoS flow  2. But the target gNB can do the opposite: allocate next PDCP  SN=100 to packet of QoS flow 2 and PDCP SN=101 to packet of QoS flow  1. As a result, the lossless w/o duplicates cannot work because the packets in source and target behind the same PDCP SN are not the same.
Observation 1: configuring same Qos flow-MRB N:1 mapping across two gNBs using “network implementation” means does not suffice to ensure lossless without duplicates.

In contrast, if we consider the “shared CU UP” deployment, the shared CU UP could schedule the QoS flows the same for source and target and achieve the lossless without duplicates.

Observation 2: with the current status, data forwarding solution is not on par with the shared CU UP solution because the shared CU UP can achieve N:1 mapping lossless w/o duplicates which data forwarding cannot.

In fact, in the data forwarding solution with PDCP SN synchronized, achieving lossless w/o duplicates would require that source and target exchange the mapping between PDCP SN and CN SN so that the target gNB can avoid sending again a packet already delivered at source with a different PDCP SN. 

We think that it is legitimate to request that standards provide the means to have solution 1 (PDCP SN synchronization using CN SN and data forwarding) compete equally with the solution 2 (shared CU UP).
Proposal 2: exchange PDCP SN and mapped CN SN between source and target gNB during Handover Preparation and Status Transfer to enable similar performance for solution 1 and solution 2. 

Conclusion and Proposals
This paper has investigated the handover between two cells supporting MBS.
These conclusions are summarized in following proposals:

Proposal 1: support “minimize data loss” using data forwarding and PTP mode in target cell with common PDCP and by synchronizing PDCP count between source and target cell.

Proposal 2: exchange PDCP SN and mapped CN SN between source and target gNB during Handover Preparation and Status Transfer to enable similar performance for solution 1 and solution 2. 
Proposal 3: agree the TP in annex A for TS 38.300.
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Annex A: TP for TS 38.300
16.x.5.3.1
Handover between Multicast Supporting cells

During handover preparation phase, the source NG-RAN node transfers to the target NG-RAN node in the UE context information about the MBS sessions the UE has joined. To support provision of local multicast service with location dependent content, for each active multicast session, service area information per Area Session ID may be provided to the target gNB.  

The source NG-RAN node may propose data forwarding for some MRBs to minimize data loss and may exchange the corresponding MRB PDCP Sequence Number with the target NG-RAN during the handover preparation.
For each Multicast session with ongoing user data transmission for which no MBS Session Resources exist at the target NG-RAN node, the target NG-RAN node triggers the setup of MBS user plane resources towards the 5GC using the NGAP Distribution Setup procedure. If unicast transport is used, the target NG-RAN node provides the DL tunnel endpoint to be used to the MB-SMF. If multicast transport is used it receives the IP multicast source address from the MB-SMF. 

During handover execution, the MBS configuration decided at target NG-RAN node is sent to the UE via the source NG-RAN node within an RRC container  as specified in TS 38.331 [12]. When the UE connects to the target NG-RAN node, the target NG-RAN node sends an indication that it is an MBS-supporting node to the SMF in the Path Switch Request message (Xn handover) or Handover Request Acknowledge message (NG handover).
Upon successful handover completion, the source NG-RAN node may trigger the release of the MBS user plane resources towards the 5GC using the NGAP Distribution Release procedure for any multicast session for which there is no remaining joined UE in the NG-RAN node.
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