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1 Introduction

This is the summary document for the following come back: 

CB: # 88_F1U_Delay

- More clarification on the issue if any

- If yes, make a decision on solution, if still no consensus, then this issue is stopped in R16

(Samsung - moderator)

Summary of offline disc R3-222513
Two phases of this email discussion:

· Phase 1 Deadline: 11:59AM UTC, Fri. 25th Feb.
· Phase 2 Deadline: 8:00AM UTC, Wed. 2nd Mar. Try to have an agreeable CR in the 2nd phase discussion.

2 For the Chairman’s Notes

According to the discussion, majority companies think solution 1 has the problems for F1-U delay measurement in terms of accuracy, overload case and multi-vendor environment support. As a compromised way, propose to agree Solution 3 variant as R17 solution for F1-U delay measurement and agree corresponding CR in R3-222832.
Propose the following: 
Proposal: Agree Solution 3 variant as the R17 solution for F1-U delay measurement and agree corresponding CR in R3-222832.

3 Discussion (Phase 2)
Based on the 1st round discussion, some companies think the issues of accuracy, unworkable for overload case, not-supporting multi-vendor environment can be solved by selecting proper DRB in not-overload status. 
Based on the spec in TS23.501, TS28.413 and TS28.552, the delay measurement request from SMF is per QoS flow per UE.

TS23.501:

5.33.3.2
Per QoS Flow per UE QoS Monitoring
SMF may activate the end to end UL/DL packet delay measurement between UE and PSA UPF for a QoS Flow during the PDU Session Establishment or Modification procedure.

…….

TS38.413:

9.3.1.12
 QoS Flow Level QoS Parameters
This IE defines the QoS parameters to be applied to a QoS flow.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Irrelevant content skipped

	QoS Monitoring Request
	O
	
	ENUMERATED (UL, DL, Both, …, stop)
	Indicates to measure UL, or DL, or both UL/DL delays for the associated QoS flow or stop the corresponding QoS monitoring.
	YES
	ignore

	QoS Monitoring Reporting Frequency
	O
	
	INTEGER (1.. 1800, …)
	Indicates the reporting frequency for RAN part delay for QoS monitoring.

Units: second
	YES
	ignore


TS 28.552:

5.1.3.3.2
Average delay DL on F1-U
a)
This measurement provides the average (arithmetic mean) GTP packet delay DL on the F1-U interface. The measurement is calculated per PLMN ID and per QoS level (mapped 5QI or QCI in NR option 3) and subcounters per S-NSSAI.
……

e)
The measurement name has the form DRB.PdcpF1DelayDl_Filter, 
Where filter is a combination of PLMN ID and QoS level and S-NSSAI. 
Where PLMN ID represents the PLMN ID, QoS representes the mapped 5QI or QCI level, and SNSSAI represents S-NSSAI.
Q2-1: Companies are invited to provide their views on whether RAN can change DRB for measurement from the one indicated in CN request to the one not in overload status.

	Company
	Yes or not
	Comment

	Samsung
	No
	It is clearly stated in the spec (TS23.501, TS28.413, TS28.552) that the request is per QoS flow per UE. RAN can not change the DRB for measurement or do average over multiple DRBs.

	Ericsson
	Incorrect question
	It has been commented that *for the F1-U delay only* there is flexibility in the DRB choice because DRBs traffic is delivered via the same transport link as other DRB traffic. For that, it is totally possible to derive the F1-U delay measurement from other DRBs travelling on the same link and under the same TNL conditions. As explained by Nokia, the delay measurements that differentiate different delays per DRB per QoS flow are others, e.g. over the air delay.
We also feel that the logic this discussion is following is derailing to corner cases. A gNB-DU that is properly dimensioned should not go into overload often. Surely it should not go often in levels of overloads that impact prioritized traffic such as DDDS. This discussion seems to picture a gNB-DU overload as something that happens very often, so much so that delay measurements, typically averaged over seconds, are impacted. RAN3 should not take as reference case one where the gNB-DU is in overload, but it should take as reference the case where the gNB-DU is able to signal the DDDS on time, i.e. after it has been polled.

Note also that no-one commented on the negative effects of a delayed DDDS on flow control. Namely, on the effects of having stale information such as Desired Buffer Size, Highest successfully delivered NR PDCP Sequence Number, etc.

If overload was happening as often as it is claimed and if DDDS was delayed every such times, then what would be the impacts on flow control performance? For this reason one needs to consider gNB-DU overload and delayed DDDS as a rare event, for which an essential correction is not justified.

	Nokia
	
	We reiterate our view that the F1-U delay is the same for UEs sharing the same F1-U transport. The moderator cites above 3 specifications, but among them only TS 28.552 describes the F1-U delay component. And in this specification the measurement is not collected per UE but per QoS level.  

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Moderator’s summary:

1 company thinks RAN can not change DRB for measurement. 1 company thinks there is flexibility in the DRB choice. 1 company thinks F1-U delay is the same for UEs sharing the same F1-U transport.
Q2-2: Does RAN3 need to send an LS to SA2 and SA5 to ask clarification about whether RAN can change the DRBs for measurement?
	Company
	Yes or not
	Comment

	Samsung
	If there is “yes” in Q2-1, support to send an LS to SA2/SA5.
	The spec is clear enough that the request is per QoS flow per DRB. RAN can not change the DRB for measurement.
If there is a view that supporting the change of DRB for measurement, we think it is necessary to send an LS to SA2 and SA5 for clarification.

	Ericsson
	No
	SA5 and SA2 don´t have anything to do with split RAN transport discussions. As explained, Ericsson and Nokia have described how F1-U delay can be measured over other DRBs, because more than one DRB share the same transport

	Nokia
	No
	Agree with Ericsson. Split RAN architecture is not within the scope of SA2. Similarly, SA5 would not be able to comment on details linked to the RAN3 protocol.

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Moderator’s summary:

1 company thinks whether it needs to send depending on Q2-1. 2 companies think there is no need.

No consensus on whether to send LS to SA2 and SA5.

For the accuracy issue, 2 companies think a proper implementation would simply select the DRB with a reasonable traffic level and measure delay for that, without ever incurring in the problem from Figure 1.
For the convenience, the accuracy issue and figure 1 are copied here for reference.

Accuracy issue: Solution 1 may lead to wrong measurement when DU sends one DDDS before receiving the DL User Data with polling from CU-UP. 


[image: image1]
Figure 1: Accuracy issue for Solution 1

There are two ways for DDDS reporting:
· Normal: DDDS reporting is decided by DU, and when to report is up to implementation.

· Polling-based: DDDS reporting is polled by CU-UP.

So it is not clear about how to avoid incorrectly taking the normal DDDS as the polled DDDS for UP by proper implementation (i.e. choosing proper DRB or traffic).
Q2-3: Companies are invited to provide their views on whether implementation can solve the inaccuracy issue in figure 1 for Solution 1. 
	Company
	Yes or not
	Comment

	Samsung
	No
	Firstly, the RAN can not change the DRB for measurement as mentioned in Q2-1.
Secondly, even though the traffic in a DRB is not heavy, it still can not solve the DDDS confusion in figure 1. The normal DDDS reporting is DU implementation-specific. Although the load is not high, CU-UP still does not know when the DDDS will be sent, so that the short delay due to receiving the normal DDDS after polling is still there and not solved.

So the inaccuracy issue can not be solved by implementation for Solution 1.

	Ericsson 
	Yes
	We cannot agree with the interpretation of the specifications from Samsung. If this is the interpretation driven, then we need a whole new discussion to check the impacts of delayed DDDSs, assuming this is not understood already in RAN3.
This sentence is dangerous “even though the traffic in a DRB is not heavy, it still can not solve the DDDS confusion in figure 1”

As explained, the DDDS shall be sent immediately when available, otherwise flow control will be affected because the gNB-CU will have stale traffic information. If this is not done there will be interoperability problems for flow control.

Please think of the case where, for example, due to a delayed DDDS the gNB-CU keeps on assuming that a high desired buffer size is requested by the gNB-DU, while actually the gNB-DU has signalled in the (delayed) DDDS that buffer size should be drastically reduced. This generates a congestion at the gNB-DU, which is a much bigger problem of a skewed delay measurement.

In normal conditions, it is totally possible for the gNB-CU to poll a DDDS during adequate traffic periods. As an example, if there is a burst of traffic lasting 50ms, the gNB-CU can poll the DDDS after this 50ms window. Such approach does not change at all the accuracy of F1-U measurements. 

We also see danger in the sentence “The normal DDDS reporting is DU implementation-specific”. We need to remember that UL and DL delay conditions are assumed to be the same for F1-U delay measurements. If for example, the DDDS is signalled 50 ms after a polling flag is received, who guarantees that delay conditions in UL are the same as those encountered in DL? So, even more, one should take as reference that DDDS shall be signalled immediately.

The inaccuracy issue pointed out is avoidable by means of implementation. Please note that, as explained above, delaying the DDDS brings other inaccuracy in delay measurements (disparity between UL and DL delay) and impacts on flow control. This is why it has so far been assumed that gNB-DU internal delay is negligible when sending polled DDDS. This assumption is what lead to the sentence in TS38.425 that 
The corresponding node shall send the DL DATA DELIVERY STATUS if the Report Polling Flag is set

	Nokia
	Yes
	Fig. 1 seems to depict the scenario where the corresponding node (e.g. the gNB-DU) triggers DDDS according to one of the cases listed in TS 38.425, i.e. without polling from the node hosting the PDCP entity (e.g. the gNB-CU-UP) while this latter node approximately at the same time polls for DDDS with the intention to measure the F1-U delay. Such coincidence is rare and there is no problem to filter out most of such erroneous measurements e.g. by appropriate choice of the DRB as explained. If then some erroneous measurements could not be filtered out, these will be corrected by the arithmetic mean.


	Samsung1
	
	Response to E///:
Clarification for “The normal DDDS reporting is DU implementation-specific” first:

There are two types of DDDS reporting. The first type is DU sends DDDS without polling. In such case, the DDDS sending time is DU implementation-specific. The second type is DU sends DDDS after receiving the polling flag from CU-UP.

So the normal one here is the first type without polling.
Clarification for “even though the traffic in a DRB is not heavy, it still can not solve the DDDS confusion in figure 1”:

In figure 1, the first DDDS can be the normal DDDS sent by DU without polling, which depends on DU implementation.

No matter how the traffic is in DRB, CU can not exactly know when the normal DDDS (first type without polling) is reporting. So the issue in figure 1 is still there.


	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Moderator’s summary:

1 company thinks implementation can not solve the inaccuracy issue in figure 1 for Solution 1. 2 companies thinks the implementation can solve it.

No consensus on whether implementation can solve the inaccuracy issue in figure 1.

For Solution1, some companies think the issue of unworkable for overload cases can be solved by the implementation as followings:

· In a situation where a DRB is overloaded and a bad implementation is not able to prioritise DDDS traffic over other traffic, the gNB-CU-UP simply takes a measurement over a different DRB over the same F1-U link. Problem solved.
· The F1-U delay can be measured across more than one UE sharing the same transport. The request from the CN, per UE, relates to the overall E2E delay, which also has UE specific components.
Q2-4: Companies are invited to provide their views on whether implementation can solve the issue of unworkable for overload case for Solution 1.

	Company
	Yes or not
	Comment

	Samsung
	No
	The request from CN is per QoS flow per UE. The RAN can not change the DRB for measurement and can not do the average over multiple DRBs as mentioned in Q2-1.
For Solution 1, when the request is for a QoS flow in overload case, DU can not report DDDS immediately to guarantee the negligible feedback delay. So the measurement can not do to response the request from CN.
So the issue of unworkable for overload case can not be solved by implementation for Solution 1.

	Ericsson
	Yes
	This is the same question as above, we have already answered. To reiterate, if two DRBs share the same transport link, the F1-U delays over them is the same. There is no technical reason why any F1-U delay measurement taken over the same transport link cannot be used.

	Nokia
	Yes
	see above. To Samsung: As mentioned, the F1-U delay depends on the transport network and not on the UE. 

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Moderator’s summary:

1 company thinks implementation can not solve the issue of unworkable for overload case for Solution 1. 2 companies thinks the implementation can solve it.

No consensus on whether implementation can solve the issue of unworkable for overload case for Solution 1.

For Solution 1, some companies think the issue of not-supporting multi-vendor environment can be solved by the implementation as followings:

· The gNB-CU-UP takes measurements over DRBs not in overload. The gNB-DU signals DDDS immediately (ubnless when in very critical overload). 
Q2-5: Companies are invited to provide their views on whether implementation can solve the issue of not-supporting multi-vendor environment for Solution 1.

	Company
	Yes or not
	Comment

	Samsung
	No
	The request from CN is per QoS flow per UE. The RAN can not change the DRB for measurement and can not do the average over multiple DRBs as mentioned in Q2-1.
Besides, same view as Verizon’s input in Q1-3. Immediate DDDS reporting is not defined in current spec. So when to send the DDDS after polling is implementation issue. We can not design the method based on assumption that all the vendors have the same implementation method.
So the multi-vendor issue can not be solved by implementation.

	Ericsson
	Yes
	Look at our previous comments. 

This sentence is very dangerous:

“So when to send the DDDS after polling is implementation issue. We can not design the method based on assumption that all the vendors have the same implementation method.”

Flow control over F1-U has been designed to provide immediate information about traffic from gNB-DU to gNB-CU, so to IMPOROVE traffic rates. If vendors have interpreted the delivery of DDDS as totally up to implementation, this is against the specifications and it deserves a discussion of its own.
The only sensible assumption to make flow control work is that DDDS is sent immediately, except for some very special overload conditions, which do not have enough weight to trigger essential corrections.

	Nokia
	Yes
	We don't believe measurement of F1-U delay requires signalling of gNB-DU response delay but expects the gNB-DU to send back DDDS without delay except for very exceptional conditions. 

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Moderator’s summary:

1 company thinks implementation can not solve the issue of not-supporting multi-vendor environment for Solution 1. 2 companies thinks the implementation can solve it.

No consensus on whether implementation can solve the issue of not-supporting multi-vendor environment for Solution 1.

4 Discussion (Phase 1)
Based on discussion, polling function and DDDS reporting can be used for F1-U delay measurement. 

There are two candidate solutions:

· Solution 1: Reuse current polling function and DDDS reporting. No update is needed. The F1-U delay is (T4-T1)/2, where the inner DU feedback delay is negligible.

· Solution 3 variant: Use a dedicated polling function, and enhance DDDS reporting by adding feedback delay result. When the received dedicated polling equals to 1, DU feeds back the DDDS with feedback delay time for F1-U delay measurement. The F1-U delay is (T4-T1-feedback time)/2.

In [1], some issues are identified for Solution 1 as followings.

Solution 1 may lead to wrong measurement when DU sends one DDDS before receiving the DL User Data with polling from CU-UP. 


[image: image2]
Figure 1: Accuracy issue for Solution 1

The reporting frequency/time of the normal DDDS (the ones not triggered by polling) is implementation-specific. When normal DDDS reporting is frequent, the accuracy issue in figure 1 is more serious. Even though F1-U is the average one, too many wrong results lead to low accuracy.

Q1-1: Companies are invited to provide their views on the accuracy issue of Solution 1 that is the wrong measurement when DU sends one DDDS before receiving the DL User Data with polling from CU-UP.

	Company
	Comment

	Samsung
	The accuracy issue for Solution 1 exists for both the normal case and overload case. Although the final result is an average value, the accuracy is low when there are many wrong results. The measurement is for per QoS flow per UE, in high frequent normal DDDS reporting case, there is high possibility that the most of collected results are wrong. And we can not distinguish which one is wrong and which one is correct.

There are some solutions appeared in the offline discussion in previous meetings. But we find that they can not solve this accuracy issue.

· Dropping high deviation values:

How to define the high deviation is a challenge. It is hard to judge which result is wrong. Besides, with high frequent DDDS reporting from DU, the number of too short delay measurement can be high. In such case, the correct measurement results would be discarded due to high deviation, so that the final averaged F1-U delay result is inaccurate.

· Small weight of wrong results in average calculation:

For the case that DU sends DDDS frequently, the number of and the weight of too short delay measurement can be high. So the average delay result is still not accurate. 

· Works under the traffic condition that are such to avoid confusion between polled DDDS and other DDDS:

It is challengeable for how to guarantee the assumption. 

The normal DDDS reporting is implementation-specific. It is hard to guarantee there is no normal DDDS reporting when polling.

And, for the solution that DDDS is only been polled when light load, although CU has the knowledge of traffic intensity in DL, DL traffic intensity is not the load situation of DU which needs to consider retransmission and uplink traffic, so CU still does not know the overload situation of DU. Thus, for this solution, the node needs to confirm the load status firstly, which leads to heavy signaling overhead. On the other hand, if the traffic keeps at a near-saturated level, the delay can not be measured for this QoS level. Thus, when receiving QoS monitoring request from CN, RAN can not feedback the delay measurement due to high traffic or high load.

Besides, it has the impact on flow control as it sets the limitation for flow control to ensure traffic conditions to meet the assumption.

· Setting the limitation of the corresponding node to response DDDS immediately after polling

From the functionality aspect, it is NBC. Secondly, it still does not deal with the accuracy issue since the DDDS is not been identify as the one triggered by polling. Thirdly, the “immediately” can not be guaranteed all the time. When overload at DU, DDDS can not be sent immediately. And under such case, RAN can not response the delay to CN after receiving the QoS monitoring request from CN. Fourthly, “immediately” is anyhow qualitative and not testable.

	Ericsson
	We see that there are no new arguments at this meeting than at the last RAN3 meeting when no consensus was reached on this issue, therefore we cannot but re-iterate our points. 

One additional detail is that the use case companies supporting Solution 3 variant are referring to is the one in Figure 1 above, namely, a case when traffic on a DRB is so intense that the received DDDS at CU-UP is not the polled one. This use case is deliberately constructed to create a delay measurement problem. In reality, delay measurements can be taken on any DRB that is active over the F1-U link. Any of such measurements will deliver a valid delay measurement, see figure below.
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So are the proponents of Solution 3 variant saying that ALL of the possible DRBs over the F1-U link are affected by the issue in Figure 1? This cannot possibly be the case. Hence, a proper implementation would simply select the DRB with a reasonable traffic level and measure delay for that, without ever incurring in the problem from Figure 1.

For that, the enhancements in Solution 3 variant are not justified and it would be unfair to those implementations that can make delay measurement work today to be subject to the changes of Solution 3 variant, without any good reason.

Another point to consider is the one about whether a polled DDDS shall be sent immediately or not. It needs to be highlighted that the following information is mandatory in the DDDS:

Desired buffer size for the data radio bearer

Desired Data Rate

Number of lost NR-U Sequence Number ranges reported

Start of lost NR-U Sequence Number range

End of lost NR-U Sequence Number range

Highest successfully delivered NR PDCP Sequence Number

If a DDDS transmission is delayed, the gNB-CU-UP will not know what the desired data rate, desired buffer size, lost PDUs and acknowledged PDUs are at the DU. Namely, Flow Control will not work properly anymore. We can accept that there might be some very exceptional cases where the DDDS may be delayed, but these cases shall be very seldom and not enough to justify changes to the standard. 

Again, a proper implementation can mark DDDS traffic as prioritized traffic and signal it without any delay even in cases of overload. The standard cannot cater for sub-optimal implementations.

Note: NBC means that a new change breaks previous release implementation. If we change 38.425 to say that polled DDDSs shall be immediately reported, this change is totally backwards compliant as it will only be supported by Rel17 and later RAN.

	Verizon
	First, current solution is inadequate because it assumes that DDDS is sent immediately but then all flow control aspects including timing of DDDS is left to implementation. Therefore current status quo is inconsistent to begin with. 

Agree with Samsung on issues with current mechanism. Some issues to highlight include

1) High load scenario in DU resulting in delayed DDDS will impact accuracy in F1-U delay measurement. From an operator perspective, we expect the delay measurement to especially work correctly in high load scenarios. Delegating them as a corner case is not correct.  

Further the issue is not just limited to high-load scenario only:

2) Different “proper” implementations will lead to inconsistent values across different implementations. 

Ericsson arguments above inadvertently highlights how much is left to “proper” implementation and therefore leads to inconsistencies across vendors and in interoperability problems.

3) Limits implementation choices – DDDS needs to be sent immediately although this is not a requirement in the UP spec. Specifying/interpreting “immediately” can be highly subjective and vary across implementations. Hence it is likely to cause interoperability and inconsistency issues. 

4) Increases inaccuracies in different statistical methods used

-- inaccuracies in discarding high deviation values and inadvertent discarding of correct samples

-- wrong weight to different averaging samples

5) The F1-U measurement is needed per QoS flow per UE, so averaging across DRBs or selection of a different DRB is not workable in proper implementations. 

Even if an incorrect implementation uses such a method, different implementations are likely to produce different/inconsistent values.  

	Huawei
	Of course we agree with the analysis above from Samsung and Verizon.

Regarding the NBC issue, how solution 1 would work if the CU is rel-17 expecting the DU will reply DDDs immediately, but the DU which is a rel-16 one cannot do so?

	KDDI
	We share the view with Samsung and Verizon.

	Nokia
	Same view as E///. We believe that current solution (solution 1) remains fully interoperable in case of different vendors of gNB-DU and gNB-CU-UP, because the measurement is controlled by the gNB-CU-UP and we're not aware of any issue linked to significantly delayed reply from the gNB-DU (and also believe that such situation would create issues going beyond imprecise F1-U measurement). 
Also, we see in comment from Verizon: "F1-U measurement is needed per QoS flow per UE". But SA5 has specified this measurement as part of PM (Performance Monitoring), and hence not per UE. So even for the case where measurement per QoS level is supported (optional) there is no problem to average measurements from different UEs and then also avoid using DRBs with so intense traffic that measurements can be disturbed.
We therefore believe that E///'s explanation above is valid.

	Intel Corporation
	In addition to Samsung/Verizon, from TS 28.552:
5.1.3.3.2
Average delay DL on F1-U

a)
This measurement provides the average (arithmetic mean) GTP packet delay DL on the F1-U interface. The measurement is calculated per PLMN ID and per QoS level (mapped 5QI or QCI in NR option 3) and subcounters per S-NSSAI.
b)
DER (n=1)

c)
This measurement is obtained as: the time when receiving a GTP packet from the gNB-DU at the egress GTP termination, minus time when sending the same packet to gNB-DU at the GTP ingress termination, minus feedback delay time in gNB-DU, obtained result is divided by two.. The measurement is performed per PLMN ID and per QoS level (mapped 5QI or QCI in NR option 3) and per S-NSSAI.

d)
Each measurement is a real representing the mean delay in 0.1 millisecond.  The number of measurements is equal to the number of PLMNs multiplied by the number of QoS levels or multiplied by the number of S-NSSAIs. 
 [Total No. of measurement instances] x [No. of filter values for all measurements] (DL and UL) ≤ 100. 

e)
The measurement name has the form DRB.PdcpF1DelayDl_Filter, 
Where filter is a combination of PLMN ID and QoS level and S-NSSAI. 
Where PLMN ID represents the PLMN ID, QoS representes the mapped 5QI or QCI level, and SNSSAI represents S-NSSAI.
f)
GNBCUUPFunction

g)
Valid for packet switched traffic

h)
5GS

i)
One usage of this measurement is for performance assurance within integrity area (user plane connection quality).

NOTE : The NR RAN container (DL USER DATA/ DL DATA DELIVERY STATUS) carried in the GTP-U packet over the F1-U interface is used for the measurement.
Per QoS level per S-NSSAI, each sample is measured based on a GTP-U packet (using DL USER DATA/DDDS) taking "feedback delay time in DU" into account. Then, samples are averaged and reported. 

We see it is clear from the requirement that "feedback delay time in DU" is taken into account in the formula for each sample value, but if we just re-use the current polling mechanism, there is no other way but for CU-UP to plug "0" values to "feedback delay time in DU" when calculating sample values according to the formula. 
As a result, living with Solution 1 forces the operators to use the polling when it is absolutely sure that DDDS is sent from the DU at the same time when it receives the poll, where sending DDDS at the same time of polling reception is not even a requirement in TS 38.425 and left up to implementations. Even if we clarify and add "immediately" for the current polling mechanism in TS 38.425, we share the same view with Verizon that “immediate” is still subjective and ambiguous.

So, we prefer to have a mechanism for DU to provide "feedback delay time in DU". We think that having such mechanism is safe and backward compatible, i.e. it doesn't touch the existing polling mechanism at all. 

	
	

	
	


Moderator’s summary:

5 companies have the concern that there is accuracy issue for Solution 1. 2 companies think Solution 1 has no accuracy issue to consider all DRBs to avoid short delay measurement by implementation. Moderator would like to check the companies’ understanding of whether RAN can change DRB to do measurement and whether implementation can solve the short delay issue in 2nd phase.
Solution 1 is based on the assumption that inner DU feedback delay is negligible. 

But DU can not report the DDDS immediately when overload at DU is encountered as specified in 38.425 as:

The corresponding node shall send the DL DATA DELIVERY STATUS if the Report Polling   is set to 1 or when the NR PDCP PDU with the indicated DL report NR PDCP PDU SN has been successfully delivered, unless a situation of overload at the corresponding node is encountered.

The QoS monitoring request is received from SMF for the delay measurement per QoS flow per UE as defined in TS23.501 and TS38.413:

TS23.501:

5.33.3.2
Per QoS Flow per UE QoS Monitoring

SMF may activate the end to end UL/DL packet delay measurement between UE and PSA UPF for a QoS Flow during the PDU Session Establishment or Modification procedure.

…….

TS38.413:

9.3.1.12
 QoS Flow Level QoS Parameters

This IE defines the QoS parameters to be applied to a QoS flow.

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Irrelevant content skipped

	QoS Monitoring Request
	O
	
	ENUMERATED (UL, DL, Both, …, stop)
	Indicates to measure UL, or DL, or both UL/DL delays for the associated QoS flow or stop the corresponding QoS monitoring.
	YES
	ignore

	QoS Monitoring Reporting Frequency
	O
	
	INTEGER (1.. 1800, …)
	Indicates the reporting frequency for RAN part delay for QoS monitoring.

Units: second
	YES
	ignore


Thus, for Solution 1, when receiving QoS monitoring request from CN for a QoS flow, RAN can not feedback the delay measurement due to high load.

Q1-2: Companies are invited to provide their views on whether Solution 1 is workable for overload case.

	Company
	Comment

	Samsung
	No, Solution 1 is not workable for overload case.

Immediate DDDS reporting can not do for overload case, so that negligible inner feedback delay for Solution 1 can not be guaranteed. Thus, Solution 1 is not workable at overload case.

But QoS monitoring request is from CN. RAN is expected to do the corresponding delay measurement on requested QoS flow and UE. CN has no knowledge of DU overload or not. 

The request is for per QoS flow per UE. We can not do the average for all DRBs to avoid overload case.

So for Solution 1, even though receiving the request from CN, RAN can not provide the result due to overload. This is undesirable for RAN.

	Ericsson
	Yes. Collection of the delay over the F1-U link can be carried out on any traffic travelling over the link. The delay does not necessarily need to be collected via DDDS polled from an overloaded DRB and it is nowhere written in the specifications that it should be done so. 

So, in a situation where a DRB is overloaded and a bad implementation is not able to prioritise DDDS traffic over other traffic, the gNB-CU-UP simply takes a measurement over a different DRB over the same F1-U link. Problem solved.
For the above, Solution 1 can work in situations of overload too.

	Verizon
	Solution 1 clearly has issues in overload scenarios, although the issues are not just limited to this scenario. We expect delay measurement needs to be accurate in high load scenarios as well. Agree with Samsung arguments above.

Immediate DDDS is not a requirement in the current UP specification. So guaranteeing immediate DDDS in case of overload is not possible. Solution 1 needs immediate/prioritized DDDS which is not required in current spec. Solution 3 on the other hand works both with immediate DDDS reply and with delayed DDDS and so works across different flow control implementations. 

Since request from core network is per QoS flow per UE, averaging across DRBs or selection of different DRB is not possible. Even if an incorrect implementation uses such a method, different implementations are likely to produce different/inconsistent values.  

	Huawei
	Solution 1 is not workable in overload case. 
Just to emphasize that the DU cannot change the DRB for which the F1U delay needs to be measured by the CN. The request is from CN, DU cannot report the delay measurement of another DRB or Qos flow as the one requested by CN.

	KDDI
	We share the view with Samsung, Version and Huawei. Solution 1 is not workable in overload case.

	Nokia
	Solution 1 is workable. The F1-U delay can be measured across more than one UE sharing the same transport. The request from the CN, per UE, relates to the overall E2E delay, which also has UE specific components.

	Intel Corporation
	Without DU supplying "feedback delay time in DU", we have doubts on how Solution 1 and the current normative 38.425 description of the polling mechanism would be workable when DU is overloaded:

The corresponding node shall send the DL DATA DELIVERY STATUS if the Report Polling Flag is set to 1 or when the NR PDCP PDU with the indicated DL report NR PDCP PDU SN has been successfully delivered, unless a situation of overload at the corresponding node is encountered. 

From our understanding of standard terms, "shall" is a requirement but does not guarantee "when". And we also have "unless…", which means that in overload case, DU doesn't even have to send DDDS when polled.

	
	

	
	


Moderator’s summary:

5 companies think Solution 1 is not workable for overload case. 2 companies think Solution 1 can avoid overload case by selecting proper DRBs. Moderator would like to check the companies’ understanding of whether RAN can change DRB to do measurement and whether implementation can solve the issue in 2nd phase.
For inter-vendor environment, the DDDS sending time and the way to deal with overload cases are up to implementation where different vendors may have different methods for them. When DU receiving the polling, when and how to feedback DDDS especially at overload case are not same. So the assumption for Solution 1 is implementation-specific. How to support multi-vendor environment is a challenge for Solution 1.

Q1-3: Companies are invited to provide their views on whether Solution 1 can support multi-vendor environment.

	Company
	Comment

	Samsung
	No, Solution 1 can not support multi-vendor environment.

The assumptions for Solution 1 to work are implementation-specific, i.e. suitable traffic condition. And the DDDS sending time and the way to deal with overload cases are also up to implementation. It is difficult for Solution 1 to work in multi-vendor environment.

	Ericsson
	Yes. Solution 1 is purely based on a proper implementation at the gNB-CU and gNB-DU without the need of these two nodes to know each other´s implementation. The gNB-CU-UP takes measurements over DRBs not in overload. The gNB-DU signals DDDS immediately (ubnless when in very critical overload). As you can see, the two processes do not depend one another.

Solution 3 variant, instead, by allowing the delaying of DDDS transmissions at the gNB-DU, creates interoperability problems at the gNB-CU. gNB-CU-UP expects DDDSs to reflect the latest radio transmission situation and flow control would be totally compromised if delayed DDDSs would carry stale information. Hence, the interoperability issue is at Solution 3 variant and not at Solution 1.

Note that Solution 3 variant will only work if both gNB-CU-UP and gNB-DU are upgraded and support the new changes, while Solution 1 has no need for standard changes and could work right away .

	Verizon
	No.

Solution 1 assumes that DDDS is sent immediately which is not captured in the current UP standard. So it is to be noted that solution 1 is different from the current status. As reflected in this discussion, vendors are not on the same page that DDDS is sent immediately or can be delayed in high traffic situations. Even if we add such a clarification to the UP spec, “immediate” is still subjective and ambiguous. 

Solution 3 works with both immediate and delayed DDDS as there is correspondence established between the polled packet and the corresponding DDDS reply.  Solution 3 allows for different implementations to work without compromising the accuracy of F1-U delay measurements. 

Let us consider two multi-vendor scenarios:

Scenario 1) Consider a multi-vendor CU-DU scenario in which DU vendor sends delayed DDDS while CU vendor assumes immediate DDDS. Solution 1 will not work in the scenario because it expects immediate DDDS, while solution 3 works perfectly because there is clear mapping between the polled packet and the DDDS reply.

Scenario 2) Now consider the opposite multi-vendor CU-DU scenario in which DU vendor sends immediate DDDS (assuming “immediate” is properly defined). In this case, both solutions would work irrespective of implementation. However, to properly make solution1 work, “immediate” DDDS requirement and its meaning should be specified in UP specs. Solution 3 does not have the need for this potentially ambiguous clarification. 

	Huawei
	Yes, we agree with Verizon’s analysis.

	KDDI
	No, Solution 1 cannot support multi-vendor environment. We also agree with Verizon’s analysis.

	Nokia
	Similar to E///, also on our side we believe there should be no significant delay for reporting back DDDS at the gNB-DU side, and a standard somewhat legitimizing such delay should be avoided.

	Intel Corporation
	We share the similar view with Verizon. We think that having a standardized mechanism for DU to provide "feedback delay time in DU" is backward compatible (doesn't touch the existing polling) and would guarantee multi-vendor environment.

	
	

	
	


Moderator’s summary:

5 companies think Solution 1 is not workable for multi-vendor environment. 2 companies think Solution 1 can support multi-vendor environment by proper implementation via taking measurement in DRB not in overload. Moderator would like to check the companies’ understanding of whether RAN can select DRB to do measurement and whether implementation can solve the issue in 2nd phase.
Based on the analysis in [1], Solution 3 variant does the high accurate and efficient measurement without immediate reporting burden as:

· High accuracy: Exact and accurate DU feedback delay is reported to CU if the received dedicated polling flag is set to 1. CU does the measurement based on the method defined in TS 28.552. This solution solves the issue that inaccurate measurement results come from the DU who can not do the immediate feedback.

· High efficiency: DU adds DU feedback delay in DDDS only when the received dedicated polling flag for F1-U delay measurement purpose equals 1. Otherwise, DU reports the current DDDS without DU feedback delay for the normal polling function.

· No reporting burden: There is no time limitation for DU reporting, so it does not lead to the burden for DU to do DDDS reporting.

· Workable at both high traffic and low traffic situation: There is no traffic status limitation for this solution. Even though DU encounters overload, the accurate feedback delay can be send to CU to support F1-U delay measurement.

For the concerns about the impact for Solution 3 variant, [1] gives the clarification as

· No impact on DDDS reporting. Solution 3 variant is not to set the assumption that DDDS should not be sent immediately. DDDS reporting way keeps the same as the current one. Solution 3 variant is just solves issue under the case that DDDS can not be reporting immediately such as when overload encountered at DU side. Solution 3 variant provides the flexible way to guarantee the F1-U delay measurement under any case.

· No impact on flow control. Solution 3 variant does not put any additional requirements on flow control algorithm which is completely left to implementation. The mandatory information such as desired buffer size in DDDS is the result at the DDDS sending time instead of the Polling receiving time, so the information is not delayed and there is no impact on flow control for Solution 3 variant.

· No impact on the delay measurement method. Solution 3 variant follows the measurement method defined in TS28.552, which is an average delay result. Solution 3 variant just tries to correct the possibility of errors in the averaging process.

Q1-4: Companies are invited to provide their views on whether to support Solution 3 variant as the solution for F1-U delay measurement.

	Company
	Support or not
	Comment

	Samsung
	Support
	The current mechanism as Solution 1 has the issue of accuracy, unworkable in overload case and not-support multi-vendor environment as mentioned in Q1-1, Q1-2 and Q1-3. So the enhancement is needed.

To avoid inaccuracy issue, the feedback delay in DDDS can accurately help to identify it is the polled DDDS, which perfectly avoid the issue in Q1-1. Also it can fit for any cases (light load and over load cases) without reporting burden.

The dedicated polling in DL user data can improve the efficiency and avoid NBC problem.

As analysis in [1] as above, there is no impact of Solution 3 variant on existing mechanism, including flow control, DDDS reporting and measurement way.

So Solution 3 provides way to do high accurate and efficient measurement with no immediate reporting burden for both high and low traffic situation. And there is no impact for Solution 3 variant on existing mechanisms.

	Ericsson
	No
	As explained, Solution 3 variant tries to patch for some suboptimal implementations, and it is not needed. It is unfair to those implementations that can make delay measurement work today and for vendors that invested in making a product work properly to change the standard and impose the weight of compliancy when there is no reason for that.

	Verizon 
	Yes
	Solution 3 addresses accuracy, and interoperability issues without too much spec impact.

Solution 1 is not status quo. Solution 1 needs some ambiguous clarification in the UP spec to address the accuracy issue. However this can further create interoperability problems due to different interpretation of this clarification. 

	Huawei
	yes
	

	KDDI
	Support
	

	Nokia
	No
	Our understanding is that the main issue seen by the proponents might not be erroneously underestimated measured delays (due to confusion of DDDS packets), because this can be avoided by choosing the proper DRB. It seems that the main issue is rather erroneously overestimated F1-U delays due to long response time in some gNB-DU implementation. However the operator will anyway be aware of this situation, and we think solution 3 motivated by these gNB-DU implementations would represent an complexification of the user plane handling without real benefit but clear drawbacks. 

	Intel Corporation
	Yes
	We see it is beneficial to have a standardized mechanism for DU to provide "feedback delay time in DU".

	
	
	

	
	
	


Moderator’s summary:

Majority companies (5/7) think Solution 3 variant is beneficial. 2 companies think it is unnecessary. 
F1-U delay measurement issue comes from operators’ requirements. We have discussed the solutions for four meeting periods. The solution has been adapted to resolve the concerns and solution 3 variant was supported by majority companies. Some companies think it is enhancement. Based on the status, the compromise is to adopt Solution 3 variant as R17 CR. 
Q1-5: The compromise is to adopt Solution 3 variant as R17 CR. Is this acceptable?
	Company
	Acceptable?
	Comment

	Samsung
	Yes
	It is fine for us to adopt Solution 3 variant as R17 CR.

	Ericsson
	No
	Yes, we have discussed for four meetings and for each meeting there was no consensus, so where do we think this discussion will end?

We have thoroughly explained why Solution 3 variant is not needed. We have provided technical justifications of how the current standard can be implemented to make Solution 1 work. For that we cannot agree to the adoption of Solution 3 variant.

	
	
	

	Verizon
	Yes
	We prefer to adopt solution 3 for Rel-16, but are ok to compromise in good faith for Rel-17. 

	Huawei
	yes
	

	ZTE
	Yes
	Fine the compromise way.

	KDDI
	Yes
	

	Nokia
	No
	Our analysis is not release dependent.

	Intel Corporation
	Yes
	Fine with the compromise. 


Moderator’s summary:

Majority companies (6/8) are fine for adopting Solution 3 variant as R17 CR. 2 companies think their analysis is not release depended. 

Conclusion for phase 1 discussion: 
Based on the input of Q1-1 to Q1-5, discussion is needed for whether implementation can solve the issues of accuracy, unworkable for overload case and un-supporting multi-vendor environment in phase 2. If implementation can not solve the issues of accuracy, unworkable for overload case and not-supporting multi-vendor environment, propose to agree Solution 3 variant as the R17 solution to solve F1-U delay measurement and agree corresponding CR in R3-222307 as R17 CR.
5 Conclusion

The following is proposed:

……
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