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	CB: # 1303_IAB_Red_Serv_Inter
- Use of static tunnelling between IAB-donor-DUs for avoidance of descendant node reconfiguration? 
- Is there a need to indicate to the Donor DU whether an IP address/prefix subject to tunnelling/exempt from IP address filtering is a source or a destination address/prefix?
- Any specific signalling needed to convey migration failure events to descendant nodes?
-Any dependency on RAN2 concerning the handling of the RRC Reconfiguration upon migration failure?
- Can the following WA be turned into an agreement: Upon migration/HO failure case, the buffered RRC message is still transferred to child node.  
(Fujitsu - moderator)
Summary of offline disc



This CB#1303 discussion has two phases:
Phase 1: Identify potentially achievable agreements for online discussion. 
Phase 2: Summary of Phase 1.
The deadline for Phase 1 is Thursday, February 24, 2022, 23:59 UTC. This allows the moderator to prepare some proposals on Friday for Monday’s online session. 
The deadline for Phase 2 is officially the same as for all email discussions, i.e., Monday, February 28, 13:00 UTC.
The following discussion includes all contributions listed in the reference section.
For the Chairman’s Notes
Propose the following:
Proposal 1: RAN3 to support migration of descendant node traffic after boundary node’s partial migration and inter-donor RLF recovery without IP address reconfiguration, where the descendant node traffic can be temporarily tunneled between source and target donor-DUs.
Proposal 2: The configuration of the inter-donor-DU tunnel can be controlled by and coordinated between the CUs. ST3 details to be discussed in next meeting.

PHASE I: Discussion
Avoidance of descendant node reconfiguration
With regarding to the avoidance of IP address reconfiguration of descendant nodes, the following was agreed at the RAN3#114-e meeting:
RAN3 to discuss avoidance of descendant node reconfiguration (e.g., an IP tunnel between Donor-DUs) after the baseline solution for inter-donor migration (that implies reconfiguring of descendant nodes) has been settled.
We will discussion from two directions, UL and DL, let’s start from UL first.
As we know, to address the potential UL packet discarding problem in inter-donor rerouting, i.e., source IP filtering problem, the static tunnelling between donor-DUs can be applied. The UL packets arriving at the target donor-DU with the IP address anchored at source donor-DU can be sent via the static tunnel to source-donor-DU so that they are not filtered.
In inter-donor migration, if the descendant nodes are reconfigured, BAP configuration for UL UP is updated via F1AP after completion of random access of migrating IAB-node. The UL on-the-fly data rerouted by the migrating node arrive at target donor-DU with IP addresses of source donor-DU and it will be filtered. It has been agreed the loss of on-the-fly data can be resolved by inter-donor rerouting and the static tunnelling between donor-DUs.
If the descendant nodes are not reconfigured, no IP addresses anchored at target donor-DU is configured nor BAP configuration is updated. After migration, all the UL data from descendant nodes can have BAP header rewritten to the new BAP routing ID with destination address of target donor-DU then is rerouted by the migrating node. However, the UL data remains the old IP addresses anchored at the source donor-DU. 
Some companies (R3-221682, R3-221890, R3-221979) see the possibility that the static tunnelling can be used after migration when descendant nodes keep using old IP addresses. By that way, UL traffic of descendant nodes can be successfully migrated to the target path without RRC reconfiguration to descendant nodes. 
One company(R3-222127) thinks the static tunnelling can only be used for on-the-fly UL data.
Q1: Do you agree that the static tunnelling between IAB-donor-DUs can be used after inter-donor migration for the rerouted UL data when descendant nodes are not reconfigured?
	Company
	Yes or No?
	Comments

	Ericsson
	Yes
	For UL, there is no extra spec impact with respect to the solution for UL rerouting. CU1 indicates to CU2 via Xn the source IP addresses exempt from filtering, and CU2 configures these at donor-DU2.

	Lenovo
	Yes
	For the UL packets of descendant nodes, they use the IP address(es) anchor at the source IAB-donor-DU and are routed to the target IAB-donor-DU in case of partial migration. From the target IAB-donor-DU view, the UL packets of descendant nodes have no difference to the rerouted UL packet, and the mechanism designed for inter-DU rerouting can be reused.

	Qualcomm
	Yes
	Agree with Ericsson and Lenovo

	Samsung 
	No 
	In legacy wireline F1 interface, different tunnels are configured to different DRBs, which has the purpose of ensuring the QoS of each DRB. 
Here, if we use a static tunnel between two donor DUs, which mean that all traffic should share the same tunnel. is this a good way for QoS guarantee?
Please note that on-the-fly packets are different from the packets from the descendant nodes without IP reconfiguration, e.g., the volume of on-the-fly packets are not large since those packets appear in a temporary period, while the packets from descendant nodes are long-term traffic as long as inter-donor transport is kept. So, in this sense, we need take QoS into account via a single static tunnel for all DRBs of all descendant node (if QoS is not an issue, why the legacy system define different tunnels for different DRBs). 


	Nokia
	No
	This is different to the inter-DU tunnel discussed in CB#1306 that the re-routed packets are only some packets, while it can be large amount of packets in this case. 
The Donor DU - Donor Du routes goes via branching point which may be located close to CU. Tunneling over such DU-DU tunnel is nonoptimal, and this route is acceptable for "on the fly" packets in local re-routing, but not for the static situation, like after partial migration, where great amount of traffic is constantly transferred. As seen in attached figure tunneled traffic loads the transport link of source donor DU twice and adds latency due to triangular routing. 
[image: ]
So it should be avoided to use the non-optimal tunnel for large amount of packets.  

	Huawei
	No
	Agree with Samsung and Nokia.
Referring to the baseline of partial migration and RLF recovery, the IP addresses of the descendent nodes should be reconfigured. The static inter-DU tunneling is only a temporary solution for the on-the-fly packets with unchanged source IP addresses. Such temporary solution should not be used for transmitting all descendant node’s traffic as a normal way, considering the QoS guarantee cannot be ensured.

	ZTE
	No 
	Descendant node should be reconfigured with new IP addresses. The static tunneling between donor DUs is acceptable for on-the fly packets temporarily considering that the source IP address in these packets cannot be modified by intermediate IAB node. If descendant node is not reconfigured, the tunnel between donor DUs needs to be used for a long time. In this case, the issue of how to guarantee the QoS requirements needs to be further discussed. The static tunnelling between IAB-donor-DUs can not be simply reused for inter-CU routing case. 

	Fujitsu
	Yes
	For technical aspect, it is possible to use the static tunnelling for regular packets not only for the on-the-fly packets. 
QoS guarantee does not only depend on different tunnels. Using only one tunnel can also fulfill the QoS in case the network load is low and no critical traffic is ongoing. In that case, preventing the signaling flood maybe more important than the QoS guarantee.       

	
	
	


 
Summary:
Based on the input from 8 companies:
· 4 of them agree to use the static tunnelling between donor-DUs for UL after inter-donor migration
· 4 of them disagree and raise the potential problem for the static tunnel to support different QoS
The opponents believe there is problem for the static tunnel to support transferring UL traffic after migration since multiple tunnels may needed for different QoS traffic. Multiple tunnels may require a dynamic tunnel to be established between donor-DUs.
The moderator observes that no other issue is foreseen by companies except the QoS issue. We may need to balance the QoS guarantee and efficiency of IAB network.  

To realize the static tunnelling for UL data rerouted, following are agreed in RAN3#114 and RAN3#114bis e-meeting:
Target donor-DU determines the UL packet to be re-routed, by comparing IP prefixes and/or a list of IP address(es) configured by donor-CU, and the source address field of the UL IP packet.
The static tunnel can be configured by implementation or by donor-CU.
CU1 sends to CU2 a list of potential IP prefixes and/or IP address(es) present in the source field of the UL packets to be transmitted from CU2’s donor-DU to CU1’s donor-DU.
For target donor-DU to identify the IP packets transmitted via tunnel, it has been agreed F1AP will be enhanced to support the donor-CU configuring the source IP prefixes and/or IP addresses of data to be rerouted for target donor-DU which can compare that with the source IP addresses of a UL packet. And the IP prefixes and/or IP addresses will be contained in XnAP message from CU1 to CU2, so that CU2 can configure them to CU2’s donor-DU (target donor-DU). 
Given the static tunnelling is used after migration when descendant nodes are not reconfigured, one company(R3-221682) thinks the enhancements to F1AP and XnAP can be reused. Since the rerouted data after inter-donor migration without descendant nodes reconfiguration is the UL traffic from descendant nodes, the old IP prefixes and/or IP addresses of descendant nodes (which is anchored at source donor-DU) should be configured to target donor-DU by donor-CU and they should be conveyed by CU1 to CU2 in inter-CU migration.
Q2: If your answer to Q1 is Yes, do you think the agreed enhancements to F1AP and XnAp are reused if the static tunnelling is used after inter-donor migration for the rerouted UL data when descendant nodes are not reconfigured?
	Company
	Yes or No?
	Comments

	Ericsson
	Yes
	For UL, there is no extra spec impact with respect to the solution for UL rerouting. CU1 indicates to CU2 via Xn the source IP addresses exempt from filtering, and CU2 configures these at donor-DU2. Both XnAP and F1AP signalling for this is already agreed to be specified.

	Lenovo
	Yes
	The F1AP and XnAP messages designed for inter-DU rerouting can be reused.

	Qualcomm
	Yes
	

	Fujitsu
	Yes
	The same purpose as for the static tunneling of on-the-fly data. The F1AP and XnAP messages are used for target donor-DU to comparing with source IP addresses of UL packets.

	
	
	

	
	
	

	
	
	

	
	
	



Summary:
All companies who approve Q1 agree that if the static tunnelling can be reused for UL data the enhancement to XnAP and F1AP can be used.

Whatever answer you choose for Q2, the moderator wants to ask whether there is any other impact to specification to support tunnelling the rerouted UL data from target donor-DU to source donor-DU when descendant nodes are not reconfigured after inter-donor migration.
Q3: Do you think there is any other impact to specification to enable using static tunnelling for the rerouted UL data after inter-donor migration when descendant nodes are not reconfigured?
	Company
	Yes or No?
	Comments

	Ericsson
	No
	Note that, since descendant IP change is optional, the specification anyway needs to support inter-donor topology adaptation without descendant IP change as well. Hence, the new class-1 procedure for inter-donor transport migration needs anyway to support CU1 indicating to CU2 the old IP addresses of descendant nodes.

	Lenovo
	No
	For UL, the mechanism designed for inter-DU rerouting can be reused and no other impact is needed.

	Qualcomm
	No
	

	Samsung 
	Maybe yes
	The static tunnel means that all traffic of descendant nodes should be transmitted over one single tunnel. Congestion is highly possible over such tunnel, which needs a good flow control scheme. Thus, we are not sure if this case is clearly considered.

	Nokia
	Yes
	How to support QoS? Multiple tunnels have to be supported, then how can target DU know a specifical tunnel to be used for a re-routed packet?

	Huawei
	Maybe yes
	If we are talking about using the static tunneling as a normal solution for descendant node’s traffic. The QoS related issue should be considered.

	ZTE
	Yes 
	The static tunnelling between IAB-donor-DUs can not be simply reused for inter-CU routing case. Enhancements are needed to enable multiple tunnels between donor DU for QoS guarantee.  

	Fujitsu
	Maybe no
	When the network load is very low, it’s not efficient to reconfigure descendant nodes during inter-donor migration. Only one static tunnel between donor-DUs can also guarantee traffic QoS, multiple tunnels are not needed.

	
	
	



Summary:
· 4 companies who approve using the static tunnelling for UL after migration believe there is no other enhancement for enable that
· 4 companies who are opponents believe more enhancements are needed

The opponents think multiple tunnels or flow control scheme has to be supported for different QoS. To enable multiple tunnels, enhancements are needed except dynamic establishment/release, e.g., to let target donor-DU knows which tunnel is used for specific UL packets. Therefore, dynamically set up and release for the tunnel on target donor-DU by donor-CU may be needed.

Above is for the discussion of UL direction, then let’s discuss DL direction. 
It should be noted that the DL traffic of descendant nodes is always delivered to the source donor-DU at the network side if the descendant nodes keep using their old IP addresses after inter-donor migration, since the destination IP address of the DL data is the IP address anchored at source donor-DU. However, the DL data will be discarded since the descendant nodes are no longer reachable via the source path after the migrating node connects with the new parent node. 
Companies(R3-221682, R3-221890, R3-221979) observed that the DL packets of descendant nodes keep using old IP addresses should be transmitted via the target path after the inter-donor migration. That means the DL packets of descendant nodes with old IP addresses should be transmitted by the target donor-DU which serves the migrating node in the target path. 
As mentioned by some companies, since those packets are always delivered to source donor-DU, they should be sent from source donor-DU to target donor-DU. The moderator wonders whether the static tunnelling between donor-DUs can be used for transmitting those packets. 
Q4: Do you think the static tunnelling between donor-DUs can be used to transmit IP packets from source donor-DU to target donor-DU for the DL packets of descendant nodes with old IP addresses after inter-donor migration?
	Company
	Yes or No?
	Comments

	Ericsson
	Yes
	

	Lenovo
	Yes
	As the moderator said, the DL traffic of descendant nodes is always delivered to the source donor-DU and the descendant nodes are no longer reachable via the source path after migration. The DL traffic of descendant nodes needs to be forwarded to the target IAB-donor-DU via the tunnel.

	Qualcomm
	No
See comments
	The packet selection criteria for tunneling as well as the tunnel end point need to be dynamically configured. This is a dynamic tunnel.
· CU1 configures CU2 with the to-be-tunneled DL DST IP addresses together with the traffic offload request for the descendent node.
· CU2 returns to Cu1 the donor-DU IP address for the tunnel together with the L2 information.
· CU2 configures the DL mapping for the to-be-tunneled IP addresses on donor-DU2.
· CU1 configures the tunnel on donor-DU1: {to-be-tunneled IP addresses/prefixes, donor-DU2 endpoint IP address}
· CU1 configures the BAP header rewriting on the boundary node.

This must be done for all descendent node traffic.
Since this is a dynamic tunnel, we should also define the tunnel type (e.g., GTP-U). Otherwise, we don’t have interoperability and this whole thing doesn’t make any sense.
There must further be a mechanism to release the tunnel, e.g., in case partial migration is revoked.

	Samsung 
	No
	As UL, a static tunnel for all traffic may cause problem, e.g., congestion, and we are not sure if the current F1-U flow control scheme can work well. 

	Nokia
	No
	DL is complex than UL. 
A boundary IAB may migrate from DU1 to DU2 or DU3. How can source DU know which one is the target?
(Note: in UL, it is simple, since DU2 or DU3 always forward the re-routed packet to same source DU, i.e. DU1)

	Huawei
	No
	There should be no DL IP packets towards the descendant nodes until the descendent nodes are reconfigured. And this can be achieved by CU1’s implementation.

	ZTE
	No 
	We have similar concern as in the UL on the QoS guarantee. And we agree with Nokia that the source CU needs to be informed which donor DU the packets need to be routed to. 

	Fujitsu
	Yes
	As QC point out, the endpoint on target donor-DU and the corresponding destination IP addresses/prefixes should be indicated to source donor-DU. Static tunnelling can work, unless multiple tunnels have to be supported for QoS guarantee.

	
	
	


Summary:
· 3 companies believe the static tunnelling can be used for DL packets after migration
· 5 companies oppose that. 

Among the opponents, 2 companies think DL will be more complex than UL, e.g., the source donor-DU has to know which target donor-DU to deliver the DL packets. 2 companies have the similar concern as UL, i.e., the QoS and flow control issue. 

If the static tunnelling between donor-DUs can be used to transmit IP packets from source donor-DU to target donor-DU, just as in UL, only the DL packets with configured destination IP prefixes/addresses are allowed to be transmitted via the tunnel. It seems that F1AP will be enhanced to support the donor-CU to configure the source donor-DU with the potential destination IP prefixes and/or IP addresses of packets to be transmitted via the tunnel, so that it can compare with the destination IP addresses of a DL packet.
Companies(R3-221682, R3-221890, R3-221979) proposed that donor-CU configures the source donor-DU with the potential destination IP prefixes and/or IP addresses of packets to be transmitted via the tunnel.
Q5: If your answer to Q4 is Yes, do you think it’s necessary that donor-CU configures the source donor-DU with the potential destination IP prefixes and/or IP addresses of packets to be transmitted via the tunnel when descendant nodes keep using their old IP addresses?
	Company
	Yes or No?
	Comments

	Ericsson
	Yes
	F1AP signalling for configuring a donor-DU with IP addresses exempt from filtering is already agreed for UL rerouting. The only additional impact for CU1 configuring donor-DU1 with IP addresses subject to tunneling is a flag indicating if the IP address exempt from filtering is a destination address (i.e., used for DL traffic that needs to be tunneled) – this flag is present when CU1 configures donor-DU1. 
The absence of this flag means that the indicated IP address is a source address (i.e., used for UL traffic that needs to be tunneled) – when CU2 configures donor-DU2 this flag is absent.

	Lenovo
	Yes
	In order to differentiate the DL traffic of descendant nodes transmitted via the tunnel and the normal DL traffic, the source-donor-DU needs to be configured with the IP prefixes and/or a list of IP address(es) of DL traffic of the descendant nodes. 

	Qualcomm
	Yes
	This is only one aspect. There is much more to be done!

	Fujitsu
	Yes
	

	
	
	

	
	
	

	
	
	

	
	
	


Summary:
All companies who approve using the static tunnelling for DL after migration believe that source donor-DU should be configured with potential destination IP addresses/prefixes for DL packets by donor-CU.

If your answer to Q2 and Q5 are Yes, the situation is that destination IP address/prefix and source IP address/prefix are configured to target donor-DU and source donor-DU respectively. It would be necessary the donor-DU knows whether the IP address/prefix is used for comparing with source IP address of UL data or for comparing with destination IP address of DL data. One company(R3-221682) proposed the donor-CU should indicate donor-DU about the IP prefixes/addresses configuration is for destination address or source address.
Q6: Do you agree the donor-CU indicates donor-DU on whether an IP address/prefix subject to tunnelling/exempt from IP address filtering is a source or a destination address/prefix?
	Company
	Yes or No?
	Comments

	Ericsson
	Yes
	As explained above.

	Lenovo
	Yes
	

	Qualcomm
	Yes
	Obviously.

	Samsung 
	Conditional Yes
	This is needed only if the descendant node without reconfiguration is adopted in Rel-17.

	Nokia
	No
	Whether DL (or destination address) is needed pends on Q4.

	Huawei
	No
	The inter-DU tunneling is only for UL re-routed packets. There is no need to indicate whether the IP address is for destination or source. It only applies to the source IP addresses.

	ZTE
	No 
	If the static tunneling is only used for UL on-the-fly packets, there is no need to indicate whether the IP address is source or target IP address. 

	Fujitsu
	Yes
	



Summary:
All companies who approve using static tunnelling for UL/DL packets after migration agree that donor-CU should indicate donor-DU whether the list of IP address/prefix is for source or destination IP address/prefix comparison. 
If the answer to Q4 is Yes, to enable the transport of DL data of descendant nodes with old IP addresses via the target path, the moderator thinks it would be straightforward that DL mapping for the target donor-DU is based on the potential destination IP addresses of the DL packets (i.e., old IP addresses of DL traffic to descendant nodes) to be transmitted from source donor-DU to target donor-DU. There is no impact on F1AP spec to enable that.
For inter-CU scenario, i.e., source donor-DU and target donor-DU belong to CU1 and CU2 respectively, to enable the DL mapping based on old destination IP addresses, the old destination IP addresses of descendant nodes should be delivered from CU1 to CU2. 
The enhancement to XnAP for UL rerouted packets has been agreed for conveying the old IP addresses of descendant nodes from CU1 to CU2:
CU1 sends to CU2 a list of potential IP prefixes and/or IP address(es) present in the source field of the UL packets to be transmitted from CU2’s donor-DU to CU1’s donor-DU.
The moderator wonders whether the enhancement to XnAP for DL packets tunnelling is necessary, i.e., CU1 sends CU2 a list of potential IP prefixes/address(es) in the destination field of the DL packets to be transmitted from CU1’s donor-DU to CU2’s donor-DU.
Q7: If your answer to Q4 is Yes, do you agree that CU1 sends CU2 a list of potential IP prefixes/address(es) in the destination field of the DL packets to be transmitted from CU1’s donor-DU to CU2’s donor-DU?
	Company
	Yes or No?
	Comments

	Ericsson
	Yes
	Note that, since descendant IP change is optional, the specification anyway needs to support inter-donor topology adaptation without descendant IP change as well. Hence, the new class-1 procedure for inter-donor transport migration needs anyway to support CU1 indicating to CU2 the old IP addresses of descendant nodes.

	Lenovo
	Yes
	Agree with Ericsson that the IP prefixes/address(es) are included in the new XnAP message.

	Qualcomm
	Yes, see comment
	This may be the same list of IP addresses for DL and UL, but CU1 should indicate if it applies to UL or DL or both.

	Samsung 
	Already support via the new XnAP procedure 
	Without IP reconfiguration, the new XnAP procedure can be used to include the IP address of descendant node. No additional enhancement is needed.

	Fujitsu
	Yes
	The DL TNL addresses IE in the new XnAP request message can be used to indicate the potential destination IP addresses/prefixes list for DL packets. There may be a new IE for indicating the list of source IP address/prefixes for UL pakcets.

	
	
	

	
	
	

	
	
	


Summary:
5 companies think that CU1 should send CU2 the destination IP addresses/prefixed of DL packets to be transmitted via the static tunnel and that should be done during the new XnAP procedure. 4 of them believe no enhancement is needed for that.

Whatever answer you choose for Q5 and Q6, the moderator wants to ask whether there is any other impact to specification to support tunnelling the DL traffic of descendant nodes with old IP addresses from source donor-DU to target donor-DU and transmitting the tunneled DL traffic by target donor-DU via target path.
Q8: If your answer to Q4 is Yes, do you think there is any other impact to specification to enable tunnelling the DL traffic of descendant nodes with old IP addresses from source donor-DU to target donor-DU and transmitting the tunneled DL traffic by target donor-DU via target path?
	Company
	Yes or No?
	Comments

	Ericsson
	No
	

	Lenovo
	No
	

	Qualcomm
	Yes
	As mentioned above:
The packet selection criteria for tunneling as well as the tunnel end point need to be dynamically configured. This is a dynamic tunnel.
· CU1 configures CU2 with the to-be-tunneled DL DST IP addresses together with the traffic offload request for the descendent node. 
[Moderator: it’s already supported by the new XnAP message]
· CU2 returns to Cu1 the donor-DU IP address for the tunnel together with the L2 information. 
· CU2 configures the DL mapping for the to-be-tunneled IP addresses on donor-DU2.
[Moderator: no impact to specification]
· CU1 configures the tunnel on donor-DU1: {to-be-tunneled IP addresses/prefixes, donor-DU2 endpoint IP address}
· CU1 configures the BAP header rewriting on the boundary node.
[Moderator: RAN2 scope]

This must be done for all descendent node traffic.
Since this is a dynamic tunnel, we should also define the tunnel type (e.g., GTP-U). Otherwise, we don’t have interoperability and this whole thing doesn’t make any sense.
There must further be a mechanism to release the tunnel, e.g., in case partial migration is revoked.
Note: RAN2 has agreed today that for UL traffic re-routing, header rewriting uses an egress BAP routing ID from the egress routing entry. This approach cannot be used for DL!

	Samsung 
	Maybe yes
	Except QC’s comment, flow control over one static tunnel may need some consideration.

	Fujitsu
	Yes
	As QC point out:
· CU2 sends CU1 the target donor-DU IP address for the tunnel for each DL traffic
· The endpoint on target donor-DU and the corresponding destination IP addresses/prefixes should be indicated to source donor-DU.
It still can be a static tunnel unless multiple tunnels have to be supported for QoS guarantee.

	
	
	

	
	
	

	
	
	


Summary:
2 companies believe there is no other enhancement needed to support using the static tunnelling for DL after migration. 3 companies points out signaling enhancements are necessary which have some spec impact. One company believes flow control should be added too. 
The QoS issue is similar with UL, we should first determine whether it is critical issue. 
The moderator also observes that, to enable the static tunnelling for DL, following XnAP and F1AP enhancements are needed to let source donor-DU knows which tunnel to target donor-DU to deliver the DL packets:
· CU2 responses CU1 the tunnel endpoint on target donor-DU per DL traffic
· CU1 configures or releases destination IP addresses/prefixed and tunnel endpoint mapping to source donor-DU

Since no consensus on the static tunnelling can be used for regular data, the moderator has following proposal:
Proposal 1: RAN3 to support migration of descendant node traffic after boundary node’s partial migration and inter-donor RLF recovery without IP address reconfiguration, where the descendant node traffic can be temporarily tunneled between source and target donor-DUs.
For DL/UL regular data transfer, configuration for the tunnel on source donor-DU would be needed. But the detail should be further discussed. We can have following proposal: 
Proposal 2: The configuration of the inter-donor-DU tunnel can be controlled by and coordinated between the CUs. ST3 details to be discussed in next meeting.

If the static tunnelling can be used after inter-donor migration with descendant nodes not reconfigured, the moderator wonder whether other cases of inter-donor rerouting can be considered, such as in inter-donor topology redundancy or after inter-donor RLF recovery. 
In inter-donor topology redundancy, the rerouted traffic of descendant nodes is determined on the migrating node while after inter-donor RLF recovery all UL traffic of descendant nodes should be rerouted. 
The moderator observes the situation in those cases is the same as in inter-donor migration, i.e., the rerouted UL traffic of descendant nodes will arrive at target donor-DU with the old IP addresses (i.e., IP addresses anchored at source donor-DU). The UL data rerouting in inter-donor topology redundancy and after RLF recovery without descendant nodes reconfiguration may be supported and the static tunnelling between donor-DUs may be used for the rerouted data in those cases.
Similarly, if the static tunnelling can be used for DL traffic migration after inter-donor migration, the moderator wonders whether other cases of transport migration without descendant nodes reconfiguration can be considered, including in inter-donor topology redundancy or after inter-donor RLF recovery. 
The situation in those cases is the same as in inter-donor migration, i.e., the DL data for descendant nodes keeping using old IP addressed will arrive at donor-DU1(source donor-DU). However, it needs to be transmitted via the new path (target path).
If the static tunneling between donor-DUs is used in inter-donor topology redundancy, the DL traffic of descendant nodes to be migrated can be tunneled from source donor-DU to target donor-DU, while after inter-donor RLF recovery all DL traffic of descendant nodes should be tunneled. 
Q9: If your answer to Q1 and Q4 are Yes, do you think the static tunnelling between donor-DUs can also be used for the UL rerouted data or DL migration when descendant nodes keep using old IP addresses in inter-donor topology redundancy or after inter-donor RLF recovery?
	Company
	Yes or No?
	Comments

	Ericsson
	Yes
	No extra impact is incurred.

	Lenovo
	Yes
	

	Qualcomm
	See comment
	It can certainly be used for RLF recovery since this essentially represents partial migration using RRC Reestablishment rather than HO. 
It should not be used for redundancy since the old path exists parallel with the new path.
In general: Routing via inter-donor-DU tunneling is suboptimal, does not support proper QoS and could have security implications. It should only be used for the short period of migration to reduce interruption time. This is not a long-term transport solution!

	Samsung 
	
	Share the same concern as QC. 

	Fujitsu
	Yes
	It can also be used for redundancy, e.g., when the original path is congested. 

	
	
	

	
	
	

	
	
	


Summary:
3 companies believe the static tunnels can be used in other scenarios, i.e., after RLF recovery or topology redundancy. 
Since a few companies input to this question. The moderator suggests discussing the issue later. 

Dealing with the buffered RRC message upon migration/HO failure
Regarding to dealing with the buffered RRC message upon migration/HO failure, following has been made a WA:
WA: Upon migration/HO failure case, the buffered RRC message is still transferred to child node.

This topic was discussed by several companies, one view from companies(R3-222127) is to turn the WA into agreement, i.e., the buffered RRC message is transferred to child node and executed. Another view(R3-221690) is the buffered RRC message is still transferred to child node but not executed since the path configuration in the buffered RRC is not correct anymore.
Option 1: The buffered RRC message is transferred to child node and executed.
Option 2: The buffered RRC message is still transferred to child node but not executed, i.e., the child node keeps using original path configuration corresponding to the source cell of the migrating IAB-MT.
The moderator believes the PDCP SN issue is not here between the two options. Let’s analyze other benefit and drawbacks for each option.
3 scenarios are considered after migration/HO failure:
· Migrating IAB-MT re-establishes to source cell
· Migrating IAB-MT re-establishes to target cell
· Migrating IAB-MT re-establishes to other cells

Option 1 has no negative impact when the migrating IAB-MT re-established to the target cell since the buffered RRC message for the path configuration corresponding to the target cell will be executed by child node. The drawback of Option 1 may be that when the migrating IAB-MT re-establishes to the source cell or other cells, the incorrect path configuration will be applied for an instant before the new path configuration after RRC re-establishment.
Option 2 has advantage when the migrating IAB-MT re-established to the source cell since the child node will not execute the received RRC and keep using original path corresponding to the source cell. However, when the migrating IAB-MT re-establishes to the target cell or other cells, the initial path configuration which is not correct for child node will be applied for an instant before the new path configuration after RRC re-establishment. 
The moderator observes there is limited difference on the effect of the two options.
Until the last RAN3 meeting, companies believed there is no extra specification impact for Option 1.
To enable Option 2, the enhancement to specification is needed. For example, it is proposed in R3-221690 that the migration failure can be informed to child node via a specific signal and the signal can be a BAP control PDU. However, the migration failure signal would be RAN2 dependence and there may be many open issues to enable that. 
The moderator observes there is extra complexity for Option 2 and wants to ask whether we can take Option 1 as agreement, i.e., turn the WA to agreement.
Q10: Do you agree to turn the WA to agreement?
	Company
	Yes or No?
	Comments

	Ericsson
	Yes
	

	Lenovo
	Yes
	

	Qualcomm
	Yes
	

	Samsung 
	Yes 
	

	Nokia
	No
	This is mainly a RAN2 issue. RAN3 is not affected, at least no stage-3 impact. So no need to change the WA before RAN2 decision.

	Huawei
	No 
	Agree with Nokia

	ZTE
	No
	This issue may have RAN2 impact, which is currently under discussion in RAN2 in “[AT117-e][003][eIAB] Open Issues”. We need to wait for RAN2 progress on it. 

	Fujitsu
	Yes
	


Summary:
5 companies agree to turn the WA to agreement. 3 companies think this issue may have RAN2 impact and is under discussion in RAN2.
The moderator thinks the issue has both RAN2 and RAN3 impact. From RAN3 perspective, no further concern is observed for the WA. Anyway, it’s discussed in RAN2 now. We shall wait for RAN2’s progress.

Other issues.
Q11: Are there other issues that have not been addressed above? 
	Company
	Comments

	
	

	
	

	
	

	
	

	
	

	
	


PHASE II: Discussion
TBD
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