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1 Introduction

CB: # AIRAN4_LB

- Discuss the left issues input/output/feedback, and standard impacts

- Update the solutions, flowcharts if needed

- Capture the conclusion for LB, if agreeable

- Capture agreements and clean up FFS, provide conclusion on LB, and TP if agreeable

(InterDigital - moderator)

Summary of offline disc 

Two phases of this email discussion:
· Phase 1 Deadline: `18:00 UTC, Monday, 28h Feb This will allow time to create a draft summary and  draft TP since we have to solve all FFSs. 

· Phase 2 Deadline: 08:00 UTC, Tuesday, 1st Mar we will try to come up with agreeable TP in the 2nd phase discussion before online session, if needed.

The discussion will concern the documents submitted to agenda item 18.4.2 and will also handle the load balancing parts of R3-222102. 

	18.4.2. Load Balancing

Solutions and standard impact

	R3-221696
	Closing open issues in AI/ML Load Balancing use case  (InterDigital Finland Oy)
	other

	R3-221781
	Proposed updates to Load Balancing Solutions and Standard Impact (NEC)
	other

	R3-221847
	Load balancing (Qualcomm Incorporated)
	pCR

	R3-221943
	AI/ML based load balancing (Intel Corporation)
	discussion

	R3-221987
	(TP to TR 37.817) On Load Balancing (Lenovo, Motorola Mobility)
	other

	R3-222019
	(TP for TR 37.817)Discussion on Standards Impact on load balancing (CATT)
	other

	R3-222045
	AI/ML-based Load Balancing – Discussions on remaining open issues (Futurewei)
	discussion

	R3-222122
	(TP for TR 37.817) Final Discussions in AI/ML Load Balancing (Nokia, Nokia Shanghai Bell)
	other

	R3-222230
	Further discussions on load balancing (Huawei)
	other

	R3-222245
	Further discussion on solution to AI based load balancing (ZTE Corporation)
	other

	R3-222273
	On Remaining issues for AI based  Load Balancing (CMCC)
	other

	R3-222310
	Discussion on Standard Impact for AI/ML based Load Balancing (Samsung)
	other

	R3-222329
	Discussion on input and output for AI-based load balancing (China Telecom Corporation Ltd.)
	discussion

	R3-222102
	(TP for BL CR for TR 37.817) AIML Load Balancing and Mobility Optimisation use cases (Ericsson)
	Other (submitted also to AI 18.4.3)


2 For the Chairman’s Notes

Propose the following:

Propose to capture the following:

TP in R3-222708 is based on the below proposed list of agreements 

The proposals that were commented upon in round 2 (and might need more discussion) are:

D.
For the FFS in the need for new UE measurements, replace the FFS with “Whether new UE measurements are needed is left to normative phase
E.
For the FFS in the MDT/RRM standard impact, replace the line with “MDT procedures enhancements (for collecting radio measurements on RRM events, i.e. RSRP, RSRQ, SINR, and other UE information identified during SI, i.e. location information, MHI) on improving AI/ML model impacts to be discussed during the normative phase”.

F.
Add Current and predicted UE traffic. 

The only other discussion point was an issue that didn’t get enough support in round 1 which was removing all of the text in the standard impact section before the list of parameters. 

The full list of proposed agreements for changes to the TP:
FFS Removal:

A.
Delete: Editor’s note at beginning of 5.2.2, editor’s notes with FFSs in input, output and feedback sub-sections and Delete “Other possible locations of the AI/ML Model Inference are FFS.” 

B.
In standards impact for load prediction Replace “Details of the procedure are FFS.” With “Details of the procedure will be determined during the normative phase” 
C.
Remove the FFS in “Validity time” as an output with “Model output validity to be discussed in normative phase per inference output” and deleting the FFS sentence. 

D.
For the FFS in the need for new UE measurements, replace the FFS with “Whether new UE measurements are needed is left to normative phase
E.
For the FFS in the MDT/RRM standard impact, replace the line with “MDT procedures enhancements (for collecting radio measurements on RRM events, i.e. RSRP, RSRQ, SINR, and other UE information identified during SI, i.e. location information, MHI) on improving AI/ML model impacts to be discussed during the normative phase”.

Inputs:

Local node

F.
Add Current and predicted UE traffic. 

G.
Replace the two bullets on resource status information and predicted resource, with “Current/Predicted resource status

UE 

H.
Add UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements 

Neighbour NG-RAN node

I.
Replace the two bullets on resource status information and predicted resource, with “Current/Predicted resource status” 

Outputs:
J.
Add “The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)”

For the message flow diagrams agree to the following:

K.
The second sentence in step 4 in 5.2.2.2 and step 5 in 5.2.2.3 should be changed to: The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.

L.
Step 10 in the OAM trained message flow and step 9 in the NG-RAN trained message flow is modified: NG-RAN node 1 takes may take Mobility Load Balancing decision actions and UEs the UE is are moved from NG-RAN node 1 to NG-RAN node 2.

M.
In both message flow charts, charts measurement configuration should be step 1 and step 2 should a measurements box. In the NG-RAN chart, delete step 3 which is request for input data from NG-RAN node 2.

N.
Step 8 in both message flows is modified: NG-RAN node 1 performs Mobility Load Balancing predictions model inference and generate Load Balancing predictions or decisions (e.g. predicted traffic load for cells of NG-RAN node 1, handover strategy, etc.). 

Other

O.
Include neighbour predicted resource status as an input and keep as an output fixing so it doesn’t seem like it’s an output of neighbour.
3 Summary after Round 2

The TP to be agreed is in R3-222708 it is based on the below list of proposed agreements most of which were steady during round 2 discussion N and O were not in the summary list after round 1, but N was accidently not copied to the summary list, and O was the result of discussion (or lack thereof) in round 2. So the following are added to the list of agreements. 
N.
Step 8 in both message flows is modified: NG-RAN node 1 performs Mobility Load Balancing predictions model inference and generate Load Balancing predictions or decisions (e.g. predicted traffic load for cells of NG-RAN node 1, handover strategy, etc.). 

Other

O.
Include neighbour predicted resource status as an input and keep as an output fixing so it doesn’t seem like it’s an output of neighbour.
4 Round 2 Discussion

4.1 Proposed agreements that affect the draft TP

Please review the moderator’s summary for each of the Round 1 discussions points. 

A summary of the proposed changes to the TP:

FFS Removal:

A.
Delete: Editor’s note at beginning of 5.2.2, editor’s notes with FFSs in input, output and feedback sub-sections and Delete “Other possible locations of the AI/ML Model Inference are FFS.” 

B.
In standards impact for load prediction Replace “Details of the procedure are FFS.” With “Details of the procedure will be determined during the normative phase” 
C.
Remove the FFS in “Validity time” as an output with “Model output validity to be discussed in normative phase per inference output” and deleting the FFS sentence. 

D.
For the FFS in the need for new UE measurements, replace the FFS with “Whether new UE measurements are needed is left to normative phase
E.
For the FFS in the MDT/RRM standard impact, replace the line with “MDT procedures enhancements (for collecting radio measurements on RRM events, i.e. RSRP, RSRQ, SINR and other UE information identified during SI, i.e. location information, MHI) on improving AI/ML model impacts to be discussed during the normative phase”.

Inputs:

Local node

F.
Add Current and predicted UE traffic. 

G.
Replace the two bullets on resource status information and predicted resource, with “Current/Predicted resource status

UE 

H.
Add UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements 

Neighbour NG-RAN node

I.
Replace the two bullets on resource status information and predicted resource, with “Current/Predicted resource status” 

Outputs:
J.
Add “The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)”

For the message flow diagrams agree to the following:

K.
The second sentence in step 4 in 5.2.2.2 and step 5 in 5.2.2.3 should be changed to: The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.

L.
Step 10 in the OAM trained message flow and step 9 in the NG-RAN trained message flow is modified: NG-RAN node 1 takes may take Mobility Load Balancing decision actions and UEs the UE is are moved from NG-RAN node 1 to NG-RAN node 2.

M.
In both message flow charts, charts measurement configuration should be step 1 and step 2 should a measurements box. In the NG-RAN chart, delete step 3 which is request for input data from NG-RAN node 2.

Round 2 Question 1: Disagreements/discussion on the moderator’s proposals (A-M)?

	Company
	Yes/No 
	Comments

	Intel
	Yes
	

	Ericsson
	Yes
	

	Nokia
	
	Regarding D: We have extensively discussed during the study item phase different possible UE measurements that could be useful in WI phase which in the end did not lead to consensus. We believe that we don’t need to reopen this issue on new UE measurements in normative phase, since it will only lead us to the same discussions we already had. 

Regarding F: We are not sure why current and predicted UE traffic from local node is useful. Especially when it comes to predicted UE traffic it may be very hard to calculate so perhaps predicted resource status is a more stable quantity. 



	Qualcomm
	Yes
	Regarding Nokia comments:

· D: we’d better revisit UE impact in normative phase. If majority of companies want to exclude, I am also fine.

· F: predicted UE traffic and predicted resource status are different things. UE traffic prediction by gNB is possible, e.g., based on recent history, QoS profile, RAN visible QoE, radio measurement, UE BSR, DL buffer level etc. The algorithm is up to gNB implementation.

	NEC
	Yes
	

	Samsung
	E
	E: how to get UE measurements result has not been discussed. Prefer to not limit it to MDT at this stage.

	ZTE
	Yes
	Regarding MDT enhancement, we think the current statement proposed by moderator is fine, and should be aligned in each use case.

	CTC
	Yes
	


Round 2 Moderator’s Summary

There were some comments, the 3 commented upon are D, E, and F. 

During the first round F (predicted UE Traffic) had a clear majority (7 companies had some support vs. 2 that didn’t support) the comments pro and con, didn’t resolve anything. We can flag this for online discussion.

For E (MDT) one company wanted a change in the moderator’s proposal and other companies are fine, since MDT and related are part of multiple use cases, this will be flagged for online discussion so that at the very least the text can be aligned among use cases. Suggestions for possible changes are welcome.
For D (UE measurements) this was an almost split between companies in the first round, with a slight majority favouring keeping the discussion open. Given the split and the fact we can’t keep an FFS, the seen compromise is to push the decision to the normative phase, particularly since RAN2 is the ultimate decision maker for the inclusion of new measurements (and any other UE changes). Suggestions for modifying the text are welcome.
Moderator’s proposal after Round 2:

The 3 issues identified (predicted UE traffic, MDT, and UE measurements) will be flagged for discussion during the online session. 

Round 2 Question 2: Do you have any comments on the draft TP (outside of changes made from the moderator’s proposals where you have disagreements/corrections (reflected in question 1)?

	Company
	Yes/No 
	Comments

	Intel
	See comment
	UE measurement report is duplicated in the draft TP.

We think the paragraphs before Potential Xn interface impact are just repeating information captured in above sections and potential Xn interface impacts. It is suggested to remove those paragraphs to align with other use cases to a simplified version.

	Ericsson
	
	In reply to Intel, we do not see a problem in keeping that section as it adds clarity.

	Nokia
	
	We agree with Intel’s comment on the need to align the text among use cases. Similarly explaining in the output we propose to remove how “ predicted own resource status” and “predicted resource status” may be calculated as this seems unnecessary. 

	Qualcomm
	
	Agree the latest version with revision of Intel and Nokia.

	
	
	


Round 2 Moderator’s Summary

Comment made by Intel on the duplicate UE measurement report is fixed in the updated TP. The deletion of the paragraph was not done, since it was discussed during round 1 and didn’t gain much support (2 companies for, and 2 companies against), again this can be discussed online. 
Changes made directly to the TP by companies during round 2 were included the most important is the change N which I mistakenly didn’t copy from the message sequence chart discussion in round 1 to the round 1 summary. This will now be included as change N and included in the TP. 

Other changes include:

· Editorial change in diagrams the new box 2 becomes “measurement(s)” and similar change to the step 2 text to align to other use cases

· Editorial alignment in diagrams and their description, Mobility Load Balancing becomes Load Balancing. 

· Removal of gNB-CU from diagram. 

· Change “Current/Predicted” to “Current and Predicted”

· Remove text pertaining to how resource status is calculated. 

· In the message flows, remove the example in the inference step description. 

Moderator’s proposal after Round 2:

Continue commenting on the proposed TP, including the above changes. 

4.2 Predicted Resource Status Issue

After reviewing the discussion, the moderator sees two issues there is a proposal in [14] to add in the local node input:

· Predicted resource status information of neighbor NG-RAN node(s): this can be calculated using, e.g. measurements of some or all of the resource information specified in current XnAP

There are also proposals that are similar in [1] and [5] to fix the predicted resource status output as follows:

· Predicted resource status information of 
neighbouring NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
There also may be some confusion over predicted resource status when it is an input vs. an output. In the input section there is already predicted resource status of neighbor NG-RAN nodes. A clarification:

For a predicted resource status input, the moderator believes when NG-RAN node 1 receives this from NG-RAN node 2, this is the predicted resource status in NG-RAN node 2 given what is happening in NG-RAN node 2 (i.e. current resource usage, plus anticipated resource status changes due to traffic changes with the current users, and users in the process of entering or exiting the cell). The moderator also believes that for a predicted resource status output in NG-RAN node 1 that is for NG-RAN node 2, it is the predicted resource status in NG-RAN node 2 given the inputs and the model’s load balancing decisions (i.e. handover). These are different as input and output. 

Round Question 3: Three-part question:

1. Any comments on the moderator’s clarification?

2. For the predicted resource status local node input, how does it differ from the already existing predicted resource status input from the neighbouring node? And do you agree it is needed?

3. Given the clarification do we modify the predicted resource status information output, or do we delete it?

	4. Company
	Yes/No 
	Comments

	Nokia
	
	In our view, in the output we need to have predicted resource status information both pertaining to the node itself (predicted own resource status calculated by the node) as well as predicted load pertaining to its neighbours (predicted resource status of neighbours calculated by the node).  

	
	
	

	
	
	

	
	
	

	
	
	


Round 2 Moderator’s Summary

Not many comments, perhaps it was missed after commenting on the TP. Given this and the first-round discussion. The moderator’s proposal is to include both as an input and fixing as an output. More discussion can be had after round 2 (online and offline). : 
Moderator’s proposal after Round 2:

Include neighbour predicted resource status as an input and keep as an output fixing so it doesn’t seem like it’s an output of neighbour. 
5 Round 1 Discussion

5.1 Closing of FFS that are straight forward

A high priority of this discussion since it is the last one before the end of Release 17 is resolution of the FFSs in the load balancing section. 

1. Even though Editor’s notes are always removed before a TR/TS is approved, it is clear from many contributions that the following editors’ notes can be removed without being replaced by other language.  
Moderator’s Proposal - Delete:

a. Editor’s note at beginning of 5.2.2

b. Editor’s notes with FFSs in input, output and feedback sub-sections. 

2. A number of contributions also propose the removal of the FFS in section 5.2.2.1 with no one proposing to modify it. 

Moderator’s Proposal - Delete “Other possible locations of the AI/ML Model Inference are FFS.” 

3. Contributions [1] [3] [7] [10] [11] [14] propose to remove the FFS for load prediction in standards impact by pushing the decision to stage 3, one [8] proposes deletion of the sentence.  Moderator’s proposal: In standards impact for load prediction Replace “Details of the procedure are FFS.” With “Details of the procedure will be determined during the normative phase” 
Question 1: Comments on the moderator proposals on the more straightforward FFS resolutions.

	Company
	Yes/No 
	Comments

	Ericsson
	Yes
	We agree to all the proposed changes

	Huawei
	Seems ok
	

	Nokia
	Yes
	

	Intel
	Ok
	

	Samsung
	Yes
	

	Lenovo, Motorola Mobility
	Yes
	

	Qualcomm
	Agree
	

	CATT 
	Yes
	

	NEC
	Yes
	

	CMCC
	Yes
	

	ZTE
	Yes
	

	InterDigital
	Yes
	


5.2  FFSs that are not straightforward

4. Validity time – Proposals here are very diverse ranging from keeping it without an FFS, keeping it for some cases, or deleting it altogether. To complicate matters, this is a parameter that has been mentioned in all 3 use cases and probably there needs some alignment between use cases. Moderator’s Proposal: Please indicate below which of the below options you support and in which options do you to object

a. Remove “Validity time” as an output completely. [1] [10]

b. Remove FFS sentence and keep it as an output. [1] [4] [13]

c. Replace FFS with Replace Validity time lines with Validity time for the Predicted resource status information [6]

d. Include Validity time only for Selection of target cell for mobility load balancing and The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally) [7]

e. Replace FFS with Validity time for the Model Inference output strategies [9]

f. Replace FFS with •Validity time for the Model Inference output of load prediction [11]

g. Replace FFS with Validity time, applied to predicted own resource status information status information. [14]

h. Replace “FFS” with “Validity time (internal node use only)”. [1]

i. Replace “Validity time” as an output with “Model output validity can be discussed in normative phase per inference output”.[8]

j. Replace “FFS” with “Validity time use outside the internal node will be discussed during the normative phase”. [1]
5. Multiple contributions treat the FFS on the need for new measurements, it is pointed out that the need for new measurements were not justified by the study. However, it is also pointed out that the group that would agree on new measurements (RAN2) was not involved in the study. Moderator’s proposal: Please indicate below which of the below options you support and in which options do you to object?
a. Remove the line with FFS only [3] [8][10]
b. Replace FFS with “Whether new UE measurements are needed is left to normative phase” [14]
c. Replace FFS with Whether new measurements are needed for input or new parameters for the existing mobility procedures are needed due to AI/ML model impacts or feedback is to be discussed during the normative phase.” [1]
d. Remove the line with FFS and capture In the conclusion section “Whether new measurements are needed for input or new parameters for the existing mobility procedures are needed due to AI/ML model impacts or feedback is to be discussed during the normative phase.” [1]
6. Multiple companies had proposals on the handling of the FFS for RRM/MDT potential enhancements, some want to remove the FFS and some want to remove the entire line Moderator’s Proposal: Please indicate below which of the below options you support and in which options do you to object

a. Remove the FFS [9] [10] [11] [14]

b. Delete the entire line [3] [8] [12]

c. Remove the FFS by changing to MDT/RRM enhancement or other solution in order to collect consecutive UE information [6]

d. Remove the FFS by changing it to: “MDT/RRM enhancements on improving AI/ML model impacts to be discussed during the normative phase”. [1]

Question 2: On the 3 FFS topics that are more split, companies are invited to state which proposals are preferred, they support, or those to which they object

	Company
	Solution #
	Comments

	Ericsson
	Preferred solutions:

4g), 4h), 4a)
5b)
6a), see comments 
Object to the rest
	On validity time: We believe that if a validity time needs to be specified, this can be for quantifiable predicitons made by the Inference Funciton, namely the own load metrics prediction. Moving the discussion on validity time to normative phase would imply to start from scratch during the WI phase, which is not efficient. Extending the validity time to any possible output is not acceptable either as it is too generic and because not all outputs might have a validity time.
On RRM/MDT: We believe the term “consecutive” makes the sentence unnecessarily complex and unclear. We propose to remove “consecutive”
Deleting the sentence is not justified as the section where the sentence is is entitled “Potential interface impacts”, hence deleting the sentence would mean that RAN3 has already agreed that there will not be any potential enhancements to RRM/MDT, which is incorrect.

	Huawei
	See comments
	For validity time, in our understanding, it could be applied to some specific output, e.g. strategy; on the other hand, we are also ok to remove it completely as suggested in a) or discuss it case by case during normative phase as suggested in i) or j);

For new measurements, we are open to discuss if new measurement quantity is needed case by case during normative phase, but we think RRM and MDT measurements should be taken as base line;

For potential enhancements for RRM/MDT, see comments to new measurements, we think RRM/MDT should be base line, further discussions could be left to normative phase for new measurement quantity based on existing RRM/MDT framework, if needed.

	Nokia
	Supported solutions:

4a, 4i 
5a
6b (or proposal in comments),

	After discussing validity time for a while, it is still unclear how it is defined exactly; is it the time during which a prediction is valid? Can it be a time instant when a prediction is valid? It seems we don’t have a clear definition of what the validity time is. Furthermore, it is still unclear to us why inference output validity should be only time dependent. So we support to remove it to avoid confusion. On the other hand, if companies are open to revisit the topic in normative work, we could rediscuss it on more broad terms such as model output validity.
For UE measurements, our thinking is that we have already discussed extensively during the SI phase, the possible UE measurements that seem useful for the normative work. From a large number of proposed UE measurements, we down-selected what is currently in the TR. If we allow possibilities for new UE measurement to be introduced during the work item phase then this will re-open the same discussions we already had. Thus, we propose to remove the FFS for new UE measurements and conclude that those are the ones needed in normative phase. 
Regarding the FFS for RRM/MDT potential enhancements, requiring enhancements to MDT to obtain “consecutive” UE information seems very restrictive especially since it is unclear what those enhancements would be about.Also, RRM enhancements in the statement is too broad, and in principle may require RAN4 approval. It should be clear that in this work we don’t intend to change mobility or performance requirements. We could support a rephrasing of the above as follows:

MDT procedures enhancements (for collecting radio measurements on RRM events, i.e. RSRP, RSRQ, SINR and other UE information identified during SI, i.e. location information, MHI) on improving AI/ML model impacts to be discussed during the normative phase”.
   

	Intel
	4b, 5a, 6a/6d
	For 4, We are fine to study the details of validity time for which output strategy during WI phase.

Agree with HW that existing RRM/MDT mechanism should be used as baseline. If any feature cannot be supported during normative phase, we can continue improve during Rel-18 WI.

	Samsung
	Prefer 4b, 5b, 6b
	For 4, validity time is necessary for the output of model. We need to know the predicted content is for which time. If the action is done at misplaced time such as offloading load to the neighbor, it may leads to the local overload and performance downgrading.

For 5, there is no new UE measurement identified during R17 study. We can leave it to normative phase.

For 6, we have not studied which input is from MDT and no clear enhancement is identified. So prefer to delete the entire line. If any enhancement is needed during further study, we can study the standard impact then.

	Lenovo, Motorola Mobility
	preferred:

4 b)

5 b) 

6 a)
	Validity time in our view is a generic concept can be applied to prediction result. It can be left to WI work to decide the exact format and value. 

Agree with Ericsson on 6 a).

	Qualcomm
	Prefer 4b, 5a, 6b
	4b: valid time should be useful for multiple outputs

5a: we have not confirmed any new UE measurements

6b: we have not confirmed any MDT/SON enhancements

	CATT
	4c

5a

6c
	For validity time, Since we have agree to exchange Predicted neighbor resource status information between neighbor NG-RAN, when NG-RAN makes prediction of its own resource status information and then provide it to neighbor NG-RAN, it is useful to send validity time at the same time in order neighbor NG-RAN is aware how long the prediction is valid.

For new measurements, we may discuss it after RAN2.now we may just remove the FFS.

For MDT/RRM enhancement, we suggest that MDT/RRM enhancement or other solution in order to collect consecutive UE information.

	CMCC
	4b

5b

6a
	For 4, share the view with Samsung.

For 5, Ran2 needs to be involved and should be discussed in the WI phase.

	ZTE
	Preferred Solution:

4a/4i/4j

5a

6a/6c/6d
	Regarding validity time, we suggest to discuss the validity time in the normative phase since which type of output needs validity time needs further discuss.

Regarding MDT/enhancement, for model training and model inference, technically speaking, input data should be consecutive and a time series of information per certain granularity. For the AI/ML based mobility optimization, even for other AI/ML based use cases, input information would be retrieved from UE side. However, current MDT mechanism could not support input information collection for AI/ML model training and inference. For example, when UE enter idle state from connected state, consecutive information would not be collected, which leads to the AI/ML model could not perform the predictions. Therefore, current MDT mechanism should be enhanced to support consecutive AI/ML data collection.

Regardless of model training and model inference, how to support collect consecutive AI/ML data, and corresponding enhancement in MDT should be considered. We can consider to discuss it in the normative phase.

	InterDigital
	Prefered 4h, 4i, 4j

5b, 5c, 5d

6a, 6c, 6d
	


Round 1 Moderators Summary

Validity time 

There is a real split here there 4 options that get between 3-5 companies supporting. A number of those who are for option a (complete removal), would be open (or want) to discuss further in the work item phase. 

Moderator’s Proposal for Round 2:

Remove the FFS in “Validity time” as an output with “Model output validity to be discussed in normative phase per inference output” and deleting the FFS sentence. 

We may look to modify this as we align to other use cases. 

New UE measurements

Again, a real split, with a very slight majority deferring to the work item phase one of those wanted to delete the sentence, thinks that RAN3 should look at it after RAN2, so there is some openness. It is clear as it is in SON that any new UE measurements or new parameters sent to or from the UE require RAN2 to agree they are needed and feasible. Therefore, this study limited to RAN3 could not have agreed on the need for new measurements anyway, thus the proposal is to leave this to the implementation phase. I decided to not include language requiring RAN2 approval since it seems to be obvious, but I am open to it. 

Moderator’s Proposal for Round 2:

For the FFS in the need for new UE measurements, replace the FFS with “Whether new UE measurements are needed is left to normative phase
MDT/RRM

It is again somewhat split but there is a clear majority favouring keeping it in the conclusion in some way. Some companies emphasized that the existing framework is the baseline, and we could clarify that here, but it is already included in the second paragraph of the standards impact section. The moderator’s proposal is to take Nokia’s formulation 

Moderator’s Proposal for Round 2:

For the FFS in the MDT/RRM standard impact, replace the line with “MDT procedures enhancements (for collecting radio measurements on RRM events, i.e. RSRP, RSRQ, SINR and other UE information identified during SI, i.e. location information, MHI) on improving AI/ML model impacts to be discussed during the normative phase”.
5.3 Areas needing further discussion

5.3.1 Errors in Predicted resource status output 

An error in Predicted resource status information output is acknowledged in 3 contributions, Contributions [1] and [5] cover that this output cannot be messages from neighbouring NG-RAN nodes, Contribution [14] states that this should be a local node input instead of an output. 
Moderator’s proposal: Please indicate below which of the below options you support and in which options do you to object.
A1
resource status information output as follows: “Predicted resource status information signalled from of neighbouring NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP”

A2
Remove this as an output and add it as a local node input as “Predicted resource status information of neighbour NG-RAN node(s): this can be calculated using, e.g. measurements of some or all of the resource information specified in current XnAP”
5.3.2 Negotiation 
Contribution [2] enhances “New or enhanced existing signaling procedure to request/retrieve predicted load balancing strategy information from neighbouring nodes via Xn interface” to formally include negotiation and adds notes to the message flows under the action step by adding a note that the NG-RAN nodes may negotiate. Contribution 5 deletes the entire line. So, there are 3 options, 

Moderator’s Proposal: Please indicate below which of the below options you support and in which options do you to object
B1
Keep this impact as it is

B2
Add to the end of the sentence “or to perform negotiation related to LB HO via Xn interface”, and add notes to the action step in the message flow as follows: Note: NG-RAN node 1 and NG-RAN node 2 may perform negotiation related to LB HO before the HO exectution to avoid ping-pong, service interruptions and unnecessary signaling during LB HO.”

B3
Delete the standards impact

5.3.3 Slicing

Contribution [8] brings up slicing which so far has not been addressed and probably needs clarification on whether it is a part of the study and follow up work or not

Moderator’s proposal: Which of the following proposals is your preference you support or you object?

C1
Include in the scope of the study predictions of existing metrics that may be made on a per slice granularity and in this way introduce slicing aspects into the load balancing use case. 

C2
Exclude slicing aspects completely from the study and revisit those under a new use case covering slicing enhancements for a possible Rel.18 SI.

Question 3: Companies are invited to state which options (A1, A2, B1, B2, B3, C1, C2 are preferred, they support, or those to which they object?

	Company
	Solution #
	Comments

	Ericsson
	Preferred Solutions:

A2
B1
Object to the rest
For slicing see comments
	Regarding solution A2, we have specified that a node hosting Model Inference can receive predicted resource status information from neighbour nodes. The only sense we can make out of this information is that it constitutes an input for the inference process at the receiving node. We do not see the reason for a node running Model Inference to produce predicted resource status information of neighbour cells, if such information can already be received from the neighbour itself.
On slicing, we do not need to apply any changes because the use case already refers to predictions of resource status based on current resource status metrics. Current resource status metrics already include and support network slicing, e.g. per slice PRB resource utilisation and available capacity are already supported. Hence network slicing is already implicitly supported.

	Huawei
	See comments
	For prediction, A2 is not clear on “…can be calculated Modify the predicted using…”, anyway, technical we think any kind of prediction should be an output of inference and could be further used as input to another inference, which is also implementation dependent;

For negotiation, we are not sure about the introduction of negotiation procedure, if AI/ML model is to take effect, neighbour status/info should be taken into account, we think existing request/reject approach could be reused, thus we would prefer B1;

For slicing, considering the fact that it has not been discussed before, we are open to discuss this during normative phase if majority agree, for the moment, maybe there is no need to specifically include or exclude it.

	Nokia
	Preferred Solution:

A2 with some comments
B1
C1
	The A1/A2 question is a bit confusing. In our view, the output of AI/ML Load Balancing is a predicted load, which can be a node’s own load or a neighbour’s. The confusion with the third bullet is that it is not “signalled” by a neighbour but the output is calculated by receiving input from the neighbour. So in the output, 2nd bullet, we need to indicate that it is (own or neighbour) predicted resource status and remove the third bullet. Additionally, the predicted resource status information at a local node may be own or neighbour information. However, we support to remove how this can be calculated discussions since this will also bring alignment among the use cases on how (predicted) resource status information is captured. Besides, this will also be clarified in normative phase.
On negotiations, it is not well justified why modifying current procedures will bring any benefits to AI/ML Load Balancing.
On slicing matters, there is already support in current mechanisms which needs to be taken into account when going forward with normative work in Rel.18. However, since it hasn’t been explicitly discussed during the study, we suggest capturing it explicitly to avoid any confusion e.g., “Slicing-based optimization of AI/ML Load Balancing to be considered in normative phase”.   

	Intel
	A1, B1, C2
	For predicted resource status output, it is captured in the solution that the neighbouring NG-RAN node may also support AI/ML, it can be supported by enhancing existing signalling. The potential enhancement can be discussed in Rel-18 WI.

For negotiation, we don’t think there’s a need to negotiate between cells, as the impact already taken into account by source NG-RAN node when training the AI/ML model for load balancing by collecting information from neighbouring NG-RAN node. 

	Samsung
	A: A2 but no need to add to input as already covered.

B: prefer B1

C: case by case
	For A, a node predict its own resource status as starting point. Prefer to delete it in output. For the node to receive predicted resource status from neighbour, it is already covered and there is no need to add it as input again.

For B, we can keep it as it is. And the detailed can be discussed during normative phase.

For C, it needs to be studied case by case. If the objective is for LB and it is just to consider slicing granularity, it is fine to study in R18 WI. If the objective is not relevant to LB, it is better to study in R18 SI (but it still depends on whether to agree slicing as a new use case).

	Lenovo, Motorola Mobility
	Preferred:

A1 and A2

B1
C2
	It is essentially about predicting the resource status information of a neighbouring RAN node, which can be both output of a ML model and input to a ML model at the same time. 

About the negotiation among RAN nodes for HO, we can discuss the necessity in WI phase. 

	Qualcomm
	A2, B1, C2
	A2: neighbor can predict its load more accurately

B1: Existing bullet is good enough

C2: discuss slice in R18

	CATT
	A1

B1
	We think the Predicted resource status information of neighbour NG-RAN node is local output to predict neighbour node based on resource information specified in current XnAP.

Negotiations is discussed also in other case. We do not think negotiation is benefit as if NG-RAN1 informs NG-RAN2 HO plan, NG-RAN2 has to reserve resource in advance for HO UE which may waste NG-RAN resource. On the contrary, Source RAN node has considered the neighbor RAN load and state and then makes decision. Neighbor NG-RAN can accept/reject UE based on current state which can use NG-RAN resource effectively. So, it is not needed to negotiate.

For slice, We do not see the relationship between LB and slice nowadays, but we cannot assume it in REL18. As we do not have any conclusion on slice, we propose not to mention it at this time.

	NEC
	B2 or B1
	

	CMCC
	Preferred A2,B1, C2
	Agree with QC.

	ZTE
	Preferred Solution:

A2 with comments

B1

C2
	A: We suggest to remove the “this can be calculated....” to align with other use cases.

B: When model inference is performed in the source node, the source node has been considered the status of neighbour nodes through the predicted/current resource status. Moreover, in my understanding, negotiation will cause the handover delay, that is not good solution.

C: Slicing information should be discussed in the Rel18 SI.

	InterDigital
	A1, B1, B2, C2 (for enhancements) 
	Things like Resource status already have slicing aspects these should naturally be included, if there are slice specific enhancements they should be handled after the R18 work item 


Round 1 Moderators Summary

Negotiation

First to handle the easy one, a large majority favour not changing anything in this paragraph.

Slicing

Several companies mentioned that slicing is already a part of some of the information being used like resource status. One company wants to handle slicing on a case-by-case basis, several companies don’t want to state anything, and a number just want to discussed in the Rel-18 SI or later. Since handing resource status includes slicing, in some way slicing will be supported, enhancing this, if necessary, can be a part of future work/study. Given there is no consensus the moderator is proposal to not mention it one way or the other. 

Predicted Neighbour Resource status output

Since there is a split between the two options and some confusion between predicted resource status inputs and outputs, the moderator proposes to handle more discussion in the second round, with two issues whether to add predicted neighbour resource status to local node input, and whether to delete the predicted neighbour resource status output or modify as per the proposal (no one agrees to keep the status quo). 

Moderator’s Proposal for Round 2:

Do nothing for the negotiation and Slicing proposals, continue the predicted neighbour resource status discussion in round 2. 

5.4 Other inputs and outputs and standard impacts

Various contributions had proposals for new or modification of inputs, outputs, and standard impacts, The list of those proposed are: 

Various contributions had proposals for new or modification of inputs, outputs, and standard impacts, The list of those proposed are: 

Inputs:

Local node

a. Add in Current and predicted UE traffic. [3]

b. Add Delay measurement [13]

UE 

c. Add UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements [4]

Other

d. Replace the two bullets on resource status information and predicted resource, in the local node and in the neighbour NG-RAN node sections with “Current/Predicted resource status” [4]

Outputs:

e. Add “The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)”
f. Add “Predicted information of transferring out a certain amount of load to the target node within the validity time” [12]

Standards impacts

g. Include NG interface impacts to standards impact section [3]

Potential NG interface impact:

•
Same information exchange as Xn above between NG-RAN nodes via core network.

h. In the UE measurements paragraph delete [3]

For the aspects concerning the configuration and the reporting of UE measurements and information the impacted protocol is RRC. RAN2 needs to be consulted for details during the normative phase.

i. Overhaul the Standards impact section by: [4]

Delete much of the existing standard impact section, and replace with Xn Interface impacts - New signalling procedure or enhanced existing procedure to collect the input data information, to provide the output data information and retrieve feedback information. 

j. Add Predicted overload warning from a NG-RAN node to neighbour NG-RAN node. [12]

Question 4: Companies are invited to state which options are preferred, they support, or those to which they object?

	Company
	Solution #
	Comments

	Ericsson
	Preferred Solutions:

a), c), d), e), 

Object to the rest
	In general we would be happy with the TR as it is, i.e. we do not se the need of any changes in “inputs, outputs and standard impacts”. However, we gave our options.

	Huawei
	See comments
	For inputs, fine with c; open to further discuss a/b/d if time allows;

For outputs, fine with e; f seems to be over predicted, maybe NG RAN just needs to make decision of the UEs to be offloaded;

For standard impacts, we are not sure about those proposals. For example, not sure if info over NG should be discussed since we are not sure if additional latency would affect the performance; radio measurements are needed and RAN2 should be involved; For i), it summarized all the standard impacts within Xn interface and thus ignored the potential impacts on Uu and NG interface; For j), it is redundant to use the predicted overload warning since the predicted load exchanges already comprise the overload case.



	Nokia
	Preferred solutions:
c,d,e,h,i
	About a) and b) it is not clear yet to us how those can be useful.

About d) we support to remove the explanations about how “these can be calculated…”but maybe there is no real gain to merge current/predicted resource status in one bullet.
About f), as commented above we do not think that the only way to test validity of a model is based on time.
About g), we do not think it is necessary to consider impacts over NG at this stage.
About j), we do not need to introduce a new predicted load warning procedure. One can indicate predicted overload through predicted resource status procedure.

	Intel
	c, d, e, i  
	Ok to discuss a, b
For UE measurement, if companies are aligned that the existing UE measurement (MDT/RRM) is used as baseline, we think c and h has no difference. 

	Samsung
	OK for c, d, f, j
	For a and b, not sure about the benefit of these two inputs.

For e, it is already captured in the TR.

For f, if companies have the concern about validity time, it is fine for us to reword it as “Predicted information of transferring out a certain amount of load to the target node”.

For g, it is not clear about the NG impact for LB use case.

For j, in current spec, it support to send the overload status without request by GNB-CU-UP STATUS INDICATION and GNB-DU STATUS INDICATION. It is better to add the predicted overload status indication to the Xn interface. With the help of AI/ML model, the predicted overload status can be obtained. To report the overload situation timely, the node can send a warning message to inform its extremely high load to neighbors without request. The neighbors can take it as the reference information to make mobility optimization, load balancing and energy saving decisions to avoid handover failure, local overload, and switch-on/off ping-pong.



	Lenovo, Motorola Mobility
	a) c) d)
	

	Qualcomm
	Input: support a, b, c, d

Output: e.f. are not needed

standard impacts:

g, h:  Yes

i, j: no need
	UE level traffic and traffic prediction are key information for load balancing decision.
NG based procedures should be equally supported as Xn based procedures for inter-node information exchange.

Study phase didn’t agreement any new UE measurements.

	CATT
	a,e,f,h,i
	For b),we do not how to use it.

For c), current UE Radio Measurements, e.g., RSRP, RSRQ, SINR is enouth, no need to emphasize cell level and beam level.

For d), we need to discuss how to revise the two bullets on resource status information,but we do not think d) is right, we shall clarify the difference of the two bullets.

g) NG interface is not discussed in SI.

j) we do not see the benefit of introducing new predicted load warning procedure.

	NEC
	c) d)
	

	CMCC
	Ok for C
	To align with other use case.

	ZTE
	C,D,E
	D: We suggest to remove “that is calculated...” to align with other use cases.

	InterDigital
	A,C,E
	


Round 1 Moderators Summary

Companies had a wide range of support for all of the proposals, but only 4 had support of more than 3 companies. 

For inputs current and predicted UE traffic had preferred support for 5 companies, some support from 2 more but 2 companies don’t yet see the benefit. For UE measurement all companies supported, but one said that cell and beam level did not need to be called out. For the current and predicted resource status, 7 companies supported, 1 was supportive of changing it but questioned whether this was correct.  

For Outputs the selected UEs to be handed over was supported by 7 companies, with one company saying it wasn’t needed and another said that it was already captured. 

None of the standard impacts got any strong support. 

Moderator’s Proposal for Round 2:

For the list of inputs:
Local node

Add in Current and predicted UE traffic. [3]

Replace the two bullets on resource status information and predicted resource, with “Current/Predicted resource status

UE 

Add UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements [4]

Neighbour NG-RAN node

Replace the two bullets on resource status information and predicted resource, with “Current/Predicted resource status” [4]

For the list of outputs:
Add “The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)”

5.5 Message sequence chart issues

Various contributions had proposals for new or modification of the message sequence charts and their descriptions, The list of those proposed are: 

Measurements 

a. Aligning measurements/inputs to other use cases [4]

In both charts measurement configuration should be step 1 and step 2 should a measurements box. In the NG-RAN chart, delete step 3 which is request for input data from NG-RAN node 2.

b. To align to other measurement text in use cases, the second sentence in step 4 in 5.2.2.2 and step 5 in 5.2.2.3 should be changed to: [1]

The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.

Training

c. Remove the request for input data for load balancing model training from Figure 5.2.2-2 illustrating Model Training and Model Inference at an NG-RAN node.  [8]

Handover

d. Add Handover box for both message charts [4]

Feedback 

Two proposals for this step:

e1
For the OAM trained message flow split out the feedback from NG-RAN node 1 and NG-RAN node 2 into separate steps. [4]

e2
In the current step 10 delete the example: NG-RAN node 2 sends feedback information to NG-RAN node 1 (e.g. resource status updates after load balancing, etc).  [8]

Model Inference

Two proposals for this step:

f1
Step 8 in both message flows is modified : NG-RAN node 1 performs Mobility Load Balancing predictions model inference and generate Load Balancing predictions or decisions (e.g. predicted traffic load for cells of NG-RAN node 1, handover strategy, etc.). [5] 

f2
Step 8: NG-RAN node 1 performs Mobility Load Balancing predictions Model Inference (e.g., for cells of NG-RAN node 1). [8]

Action

Two proposals for this case

g1
Step 10 in the OAM trained message flow and step 9 in the NG-RAN trained message flow is modified: NG-RAN node 1 takes may take Mobility Load Balancing decision actions and UEs the UE is are moved from NG-RAN node 1 to NG-RAN node 2. [5]

h1
In the NG-RAN trained case, Step 9: NG-RAN node 1 takes Mobility Load Balancing decision action and UEs are moved from NG-RAN node 1 to NG-RAN node 2. [8]

Moderators Proposal:

For each of these proposed changes to the message flow description please indicate below which of the below options you support and in which options do you to object?

Question 5: Please indicate which of the proposed changes you support or object

	Company
	Solution #
	Comments

	Ericsson
	Preferred Solutions:

b), e2), g1, h1, 
Object to the rest
	

	Huawei
	See comments
	a/b/c/d are fine; e1/e2 seem unnecessary; prefer f1 than f2; g1/h1 are also fine by us.

	Nokia
	Preferred solutions: 

a, b, c, d, e2, f2 (but f1 is also acceptable), g1,h1
	On e1, the same feedback step can be used to provide feedback from NG-RAN node 1 and NG-RAN node 2. This should be aligned among use cases.  
Regarding e2, the current feedback has developed to be more than just resource status. It is well defined in the TR what feedback information may comprise. So we support to remove it from e.g. 

	Intel
	a, b, c, d, e1, f2 (f1 is acceptable), g1, h1.
	

	Samsung
	Prefer a, b, c, d, e2, f1, h1
	For e1, no strong view. But it is better to align with the other two use cases.

	Lenovo, Motorola Mobility
	Preferred:

a) b) f1) g1)
	About d), in the current figure, we understand “Load balancing action” is basically a Handover. 

	Qualcomm
	a, b: OK
e1, e2: OK

g1, h1: OK
	c: the info from neighbour is useful for model training

d. we have “ mobility load balance action”

	CATT
	a,b,c,d,f1,g1,h1
	e1,e2 is not needed.

	CMCC
	a, b,g1,h1
	No strong view. But it is better to align with the other two use cases.

	ZTE
	b,e1,e2,f1,g1,h1
	

	InterDigital
	A,b,c,f1,g1, f2 is ok 
	


Round 1 Moderators Summary

Companies had a wide range of support for all the proposals, 2 had strong support with no objections, another 2 had strong support with only 1 objection. All the other proposal had objections from multiple companies. 

The ones with no objection:

To align to other measurement text in use cases, the second sentence in step 4 in 5.2.2.2 and step 5 in 5.2.2.3 should be changed to: [1]

The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.

For G1/H1 most companies were fine with either, G1 had slightly more support:

Step 10 in the OAM trained message flow and step 9 in the NG-RAN trained message flow is modified: NG-RAN node 1 takes may take Mobility Load Balancing decision actions and UEs the UE is are moved from NG-RAN node 1 to NG-RAN node 2. [5]

The alignment of measurements proposal had 9 supporting and 1 objection:

In both charts measurement configuration should be step 1 and step 2 should a measurements box. In the NG-RAN chart, delete step 3 which is request for input data from NG-RAN node 2.

The first proposal for step 8 had the support of 5 companies plus 2 others that were ok, and 1 company objecting

Step 8 in both message flows is modified : NG-RAN node 1 performs Mobility Load Balancing predictions model inference and generate Load Balancing predictions or decisions (e.g. predicted traffic load for cells of NG-RAN node 1, handover strategy, etc.). [5] 

Moderator’s Proposal for Round 2:

For the message flow diagrams agree to the following:

The second sentence in step 4 in 5.2.2.2 and step 5 in 5.2.2.3 should be changed to: The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.

Step 10 in the OAM trained message flow and step 9 in the NG-RAN trained message flow is modified: NG-RAN node 1 takes may take Mobility Load Balancing decision actions and UEs the UE is are moved from NG-RAN node 1 to NG-RAN node 2.

In both message flow charts, charts measurement configuration should be step 1 and step 2 should a measurements box. In the NG-RAN chart, delete step 3 which is request for input data from NG-RAN node 2.

Step 8 in both message flows is modified: NG-RAN node 1 performs Mobility Load Balancing predictions model inference and generate Load Balancing predictions or decisions (e.g. predicted traffic load for cells of NG-RAN node 1, handover strategy, etc.). 

5.6 Conclusion

Two proposals on conclusions were provided.:

RAN3 has analysed the descriptions and potential solutions, expected inputs, expected outputs, and expected feedback information of AI/ML based Load Balancing, and RAN3 is recommended to specify the potential solutions and potential standard impacts in the above clauses in the Rel.18 WI. [10]

The Load Balancing use case description and “solutions and standard impacts” should be taken as baseline for normative phase. [14]

Additionally, contribution [11] had a proposal for RAN3 to Consider AI based Load Balancing use case as baseline for normative work with a text proposal. 

The moderator’s proposal is a combination of the above inputs. 

Moderator’s Proposal:

1. RAN3 agrees that the Load balancing use case as documented, is the baseline for normative work

2. Add a paragraph to an appropriate new section for the conclusion:

RAN3 has analysed the AI/ML load balancing use case, including the solutions and standard impacts and RAN3 is recommending to specify the potential solutions and potential standard impacts as the baseline for a normative phase. 

Question 6: Companies are invited to provide their views on the moderator’s proposal .
	Company
	Which are preferred?
	Comments

	Ericsson
	1) and 2), with comments
	We agree that it would be good to create a separate section for conclusions. We would however suggest for a short conclusion as per formulation in proposal 1)

	Huawei
	See comments
	We think some texts similar as 1 should anyway be captured, but maybe there is no need to have a dedicated paragraph of conclusion for each use case, we could consider a general conclusion paragraph for three use cases.

	Nokia
	1) and 2) with a slight preference to 2)
	These should be captured in a dedicated section. Perhaps this question needs coordination with CB: # AIRAN1_General that aims to obtain a conclusion to the study.

	Intel
	Agree
	For the conclusion, it would need to be aligned with the outcome of CB: #AIRAN1.

	Samsung
	Ok for 1) and 2), but prefer a general conclusion instead of individual conclusion for each use case
	Agree 1) and 2). But we prefer to have a conclusion for the whole TR instead of separate conclusions for each use case. It seems nothing special in conclusion for each separate use case. A general one makes TR clear and clean.

	Lenovo, Motorola Mobility
	1) or 2)
	No strong view. Be aligned with other use cases. 

	Qualcomm
	This should be covered by CB #AIRAN1
	

	CATT
	Need to be taken in CB: #1
	There is similar issue in ES case, we may discuss this kind of issue in general CB:#1

	NEC
	2
	Option 2 is preferred. It would be good to align such conclusion with two other use cases and with discussion in CB: AIRAN1_General.

	CMCC
	Agree
	To be aligned with the outcome of CB: #AIRAN1.

	ZTE
	1 or 2
	To be aligned with the outcome of CB: #AIRAN1.

And we prefer to capture the conclusion in each use case.

	InterDigial
	1 or 2
	Should be aligned with CB: #AIRAN1


Companies in general had no issue with the wording of the proposals for conclusion. A number of companies wanted to be aligned to the outcome of CB: #AIRAN1. This would allow alignment of all use cases, whether there is a single general conclusion only or individual conclusions. In any case, having an individual proposal somewhat aligned with the other proposals should be easily done after conclusion of CB: #AIRAN1.

Moderator’s Proposal for Round 2:

Await the outcome of CB #AIRAN1 and then, if necessary agree on an individual conclusion aligned with the other use cases. 

Others

There have been many proposals to change text in the TR, the ones that are cosmetic can be included in the TP after all of the above points are concluded. Are there any other important topics that are missed by the above questions?

Question 7: Companies are invited to provide any other comments
	Company
	Which are preferred?
	Comments

	
	
	

	
	
	

	
	
	

	
	
	


6 Conclusion, Recommendations [if needed]

If needed
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