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Summary of offline disc R3-222448

This email discussion will comprise two phases:
· [bookmark: _Hlk96359134]Phase 1 Deadline: Friday February 25th, 11am UTC
· Phase 2 Deadline: Tuesday March 1st, 9am UTC
In the second phase, we will try to obtain a TP for TR 37.817.

For the Chairman’s Notes

[bookmark: _Hlk97029351]Proposals after Phase 1:
[bookmark: _Hlk97029369]Proposal 1: Mark Model Performance Feedback in the Functional Framework figure with a dashed arrow.
Proposal 2: Capture in the Chairman notes that the agreement taken during RAN3 #114bis-e is updated as follows: 
Performance monitoring of the trained and deployed RAN AI/ML in Model Inference may shall be supported, Model Performance Feedback from Model Inference to Model Training shall be kept and FFS shall be removed.
Proposal 3: It is confirmed that Inference Data comprises necessary information for Model Inference to calculate Model Performance Feedback in addition to Model Output. There is no need for further clarifications in the TR.
Proposal 4: Update the TP for TR 37.817 as follows:
· Remove the following editor notes: 
a) Editor Note: Definition of each terminology might be updated to align with other working groups, in order to have common or unified definition on AI/ML related terminology.
b) Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)
· Extend the AI/ML Model description as follows: “ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs.”
· Clarify in the TR the fact that Model Performance Feedback is optional by further stating the following: “Model Performance Feedback:  It may be used for monitoring the performance of the AI/ML model, when available.”
· Update the following high-level principle: “A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.” as follows: “Functional framework and high-level procedures defined in this TR should not prevent from “thinking beyond” them during normative phase if a use case requires so.”
· [bookmark: _Hlk97029595]Clarify that a model is trained validated and tested by the Model Training function before deployment and propose the following update “An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the Model Training function before deployment.”
· Update the definition of Feedback in the Functional framework as follows in order to be more generic: “Feedback: Information that may be needed to derive training or inference data or to monitor the performance of the AI/ML model.”
· Replace “ML” used in the 4 bullet points in Sec. 3.1 by “AI/ML” to be consistent with the terminology applied in Sec. 4.2.

Proposals after Phase 2:
Proposal 5: Address the remaining FFS in high-level principles regarding MR-DC as follows: “NG-RAN SA is prioritized; EN-DC and MR-DC are down-prioritized but not precluded from Rel.18 work.”
Proposal 6: Update Feedback definition in the Functional Framework as follows: 
Feedback: Information that may be needed to derive training data, inference data, or to monitor the performance of the AI/ML Model and its impact to the network through updating of KPIs and performance counters.

Proposal 7: Update the description of Model Performance Feedback arrow in the functional framework to be “out of RAN3 Rel.17 scope” so that it is aligned with Model Deployment/Update. 


Discussion (Phase 1)

In RAN3 #114bis-e, it was agreed to remove the FFS on the Model Performance Feedback. The figure of the ML Functional Framework in the TR 37.817 is therefore as follows: 
[image: ]
Figure 1 Functional Framework for RAN Intelligence ([1])

In addition, the following agreements were made related to the Functional framework:
Performance monitoring of the trained and deployed RAN AI/ML in Model Inference shall be supported, Model Performance Feedback from Model Inference to Model Training shall be kept and FFS shall be removed. 
Performance monitoring of the trained and deployed RAN AI/ML in Model Training may be supported / not precluded. No modifications are needed to the Functional Framework figure to support such option.

Replace the definition of Model Performance Feedback as below:
Model Performance Feedback: It may be used for monitoring the performance of the AI/ML model. 
Note: Details of the Model Performance Feedback process are out of RAN3 scope.

The above agreements generated a question whether the Model Performance Feedback arrow should be made into a dashed line or not. In this email discussion, we will address this topic. 
In addition, there is one remaining FFS in the High Level Principles section of TR 37.817 that we shall address during this meeting, namely:  

· NG-RAN is prioritized; EN-DC is included in the scope. FFS on whether MR-DC should be down-prioritized.
This email discussion will attempt to address this FFS, as well.
Finally, some other proposals and editorial comments brought up by different companies will be addressed towards finalizing the AI/ML General Framework of the TR 37.817. 

3.1 Discussion on high-level principles 
To address the FFS on whether MR-DC should be down-prioritized different companies proposed different ways forward. The following is proposed by different companies:
1. [bookmark: _Hlk96882287]NG-RAN is prioritized; EN-DC is included in the scope. MR-DC is down-prioritized. [7]
2. NG-RAN is prioritized; MR-DC is down-prioritized in Rel 17. [9]
3. NG-RAN is prioritized; EN-DC and MR-DC is included in the scope. [10]
4. NG-RAN is prioritized. EN-DC and MR-DC are not precluded. ([2],[5])
5. NG-RAN is prioritized; EN-DC is included in the scope. [11]
6. NG-RAN is prioritized	Comment by Nokia: New option introduced by E///

Q1: Companies are invited to provide their opinion on which of the options 1-5 is the preferred option to address the remaining FFS. Besides the preferred option, companies are invited to indicate other options that may be acceptable. 
 
	Company
	Preferred option/ Acceptable option(s)
	 Comments, if any

	Ericsson
	Preferred: Remove EN-DC/MR-DC
Acceptable: down-prioritise EN-DC/MR-DC 
	The study did not look at EN-DC and MR DC scenarios at all. This is also because the use cases analysed in the study are generic enough not to change with single or dual connectivity. In order to drive normative work on the basis of what already studied, we propose not to address EN-DC/MR-DC in the WI phase. EN-DC/MR-DC may form the basis for new use cases to be addressed in the future. 

	Huawei
	3
	We think there is no harm to include EN-DC and MR-DC. Technically, the prediction of load or traffic of NG-RAN node, for instance, should cover the case where this node is in EN-DC or MR-DC operation.

	Nokia
	Preferred: 1
Acceptable: 2, 5, 6
	DC scenarios haven’t been discussed during the study and we haven’t captured any standards impacts for those cases. Even though one can claim that DC won’t fundamentally affect the needed information and assumptions, it is still unclear if some additional information is needed for DC. Since it is already captured in the TR that EN-DC is in scope we could accept EN-DC, but MR-DC could be down-prioritized or excluded completely. 
Even though this was not proposed as an option in the contributions, we would also support to not consider DC scenarios at all and remove both EN-DC/MR-DC from the scope as introduced by E/// or to alternatively down-prioritize those. 

	Samsung
	Preferred 5
	Actually we have not discussed DC special issues so far. And due to time limitation, we have no time to study DC cases in R17. Thus it is better not to re-define the study scope. So we suggest to remove “FFS on whether MR-DC should be down-prioritized” directly and leave the original one as it is.

	Intel
	Preferred: 6
	As many companies commented above, we prefer to deprioritize all DC scenarios as we didn’t have time to study DC cases in Rel-17.

	Qualcomm
	Preferred: 3
Other options: acceptable
	We slightly prefer to keep EN-DC and MR-DC in the scope, but treated with low priority. Deprioritizing MR-DC or even EN-DC are acceptable.

	CATT
	3, 4, 5, 6
	We don’t think the current TR reflect or preclude anything on DC, and we don’t think it reflect or preclude E-UTRAN either. 5GC DC is covered in the phrase “NG-RAN” in our understanding so it seems not necessary to mentioned it explicitly.
As commented by Ericsson, its content is general enough.

	Lenovo, Motorola Mobility
	Prefer: 3
Acceptable: 1, 2, 4, 5
	In our understanding, those enhancements introduced over Xn interface for standalone NR RAN, can be reused for DC scenarios. We don’t see problems of keep looking into DC scenarios in WI phase. It is acceptable to specify enhancements for non-DC scenario first.  

	ZTE
	Preferred 2,3,4
	In Rel-17, the fact is that we have no much time to discuss the EN-DC and MR-DC, but EN-DC and MR-DC should be in the scope, so don’t suggest to remove these. 
Perhaps we can modify the statement as:
NG-RAN is prioritized; EN-DC and MR-DC is down-prioritized. 

	Deutsche Telekom
	Prefer: 
“NG-RAN is prioritized; EN-DC and MR-DC are down-prioritized.”
Acceptable: 4
	As already stated by several companies, we did not explicitly address DC during the study phase. The description we gave in the TR is rather general and can certainly applied to DC, too. If we mention anything here about DC, we have to mention both EN-DC and MR-DC.

	FUTUREWEI
	Preferred: 4
Ok with 3, 6
	

	NEC
	3, 4, 6
Or delete this principle.
	Discussion on functional framework, use cases, and solutions does not preclude any of these options. 

	CTC
	Agree 3, 4
	Although we don't have much time to discuss EN-DC and MR-DC, we recommend to include them in the scope.

	CMCC
	NG-RAN is prioritized; EN-DC and MR-DC are down-prioritized
	Similar view as DT, although we initially propose EN-DC and MR-DC is in the scope, after checking above comments, and considering we may only have 12 months for the WI, we could handle EN-DC and MR-DC if we have time, that is low priority. Differentiation of EN-DC and MR-DC seems not needed.



Moderator’s summary: In this question, companies’ opinions have been rather diverse. Some companies think EN-DC and MR-DC scenarios haven’t been discussed at all during the study and should not be addressed in WI phase. Others think that even though they were not discussed during the study they should still be included in scope. Others think that the current TR does not preclude DC and therefore there is no need to be mentioned explicitly. In moderator’s opinion down-prioritizing EN-DC and MR-DC doesn’t mean that those cannot be considered in Rel.18 work but prioritization should be given to standalone scenarios. Moderator would like to continue the discussion in the second phase and to ask companies whether the following is agreeable:
NG-RAN SA is prioritized; EN-DC and MR-DC are down-prioritized but not precluded from Rel.18 work.


3.2 Discussion on AI/ML Framework
In this meeting 4 companies propose to make Model Performance Feedback arrow dashed. Specifically, in [5] it is noted that the Model Performance Feedback arrow in the different figures should be drawn with a dashed line to highlight that this is only optional and the content is out of RAN3 scope which was captured in chairman’s notes by: “The rapporteur to clean the figure with dash line on Model Performance Feedback when merge the TP to TR”. So in [5] it is proposed that for consistency with the TR, the arrow in Fig. 4.2.1 shall be replaced with a dashed line. Same arguments are made by [6] where it is observed that the current definition captured for Model Performance feedback and the note added to each use case indicate that Model Performance feedback is an optional procedure. Therefore, it should be captured in the functional framework with a dashed arrow and not with a continuous arrow, usually used to indicated mandatory procedures. [7] also noticed that Model Performance Feedback may not be available at all times. Furthermore, it is discussed in [7] that when Model Performance Monitoring is performed at Model Training then Model Performance Feedback does not need to be sent from Model Inference to Model Training. It is therefore proposed in [7] to make the Model Performance Feedback arrow a dashed arrow, which is also supported by [8].
On the other hand one company ([10]) suggests not to modify the Model Performance Feedback arrow to a dashed line since AI framework is described from a functional point of view and does not point to any standardization impact. It is also claimed in [10] that such change doesn’t have an alignment relevance with respect to the use case illustration. It is also discussed in [10] that the description that “Model Inference function may provide model performance feedback to Model Training function when applicable” has already captured the fact that this is an optional arrow, and no further differentiation is needed.

Q2: Companies are invited to provide their views on whether model performance feedback should be marked as a a) dashed arrow or b) continuous arrow. Companies can further indicate in case they have no strong preference on the particular option.
	Company
	Preferred option (a, b, any)
	 Comments, if any

	Ericsson
	Option a)
	The outcome of the study in RAN3 will not only be taken as reference for RAN3 normative work but also it will be the base for work in other WGs. For that, we need to be as accurate as possible and avoid inconsistencies in the TR. Hence the Model Performance Feedback should be confirmed as an optional procedure also in the Functional Framework figure.

	Huawei
	a) is slightly preferred
	 Since in the function description of each use case, this line is a dashed line, a) is just to be consistent.

	Nokia
	a)
	We prefer to use a dashed arrow to be aligned with the fact that Model Performance Feedback is optional. Besides, we agreed that Model Performance Feedback is a dashed arrow in the use case flow charts, so it would be confusing here to consider a continuous arrow. 

	Samsung
	a) is slightly preferred
	The model performance feedback is a dash line in the flowcharts of each use case. It is better to keep consistence. 

	Intel
	 Option a)
	Considering the model performance feedback is not always required in some scenario, it should be optional and using a dashed arrow is preferred. 

	Qualcomm
	Option a)
	To show it is optional

	CATT
	a)	
	

	Lenovo, Motorola Mobility
	a)
	It is indeed an optional feature that has some dependency on the use case and model characteristics. 

	ZTE
	Option a)
	Fine to use the dashed line to align with the use cases’ flowchart.

	Deutsche Telekom
	Option a
	We prefer to have a dashed line to show that it is an optional link and to align with figures in the use cases.

	FUTUREWEI
	Option a)
	As model performance feedback may be use case and AI/ML approach dependent, using dotted line is more appropriate.

	NEC
	Fine with option a)
	

	CTC
	Option a)
	It’s better to use dash line to indicate the model performance feedback is optional. 

	CMCC
	Fine with option a)
	Although we initially propose to have solid line, but we didn’t see it is a critical issue. We are fine to have dashed line.



Moderator’s summary: All (14) companies supported to mark Model Performance Feedback with a dashed arrow in the TR. 
Moderator proposes the following: 
Mark Model Performance Feedback in the Functional Framework figure with a dashed arrow.

In [6], it is further proposed to update the agreement of the previous meeting on performance monitoring in order to accurately describe the consensus in the functional framework and the use cases. The following change is proposed:  
Performance monitoring of the trained and deployed RAN AI/ML in Model Inference may be supported, Model Performance Feedback from Model Inference to Model Training shall be kept and FFS shall be removed.

Q3: Companies are invited to provide their views on whether the agreement from the previous meeting should be updated as follows:
Performance monitoring of the trained and deployed RAN AI/ML in Model Inference may be supported, Model Performance Feedback from Model Inference to Model Training shall be kept and FFS shall be removed.

	Company
	Update the agreement (yes/no)
	 Comments, if any

	Ericsson
	Yes
	As already clarified and agreed in the TR, the Model Performance Feedback is an optional procedure, hence its support shall not be mandatory.

	Huawei
	Yes
	

	Nokia
	Yes
	As we discussed during last meeting, model performance monitoring is optional. It is model dependent and depends on the exact ML Model and algorithm used. In that sense we cannot mandate that it shall be performed in Model Inference, it may be performed also in Model Training as we have agreed in the last meeting. Therefore, it is more appropriate to replace “shall” with “may”.

	Samsung
	Yes
	Model performance feedback is optional, so “may” is better.

	Intel
	Yes
	

	Qualcomm
	Yes
	

	CATT
	Yes
	

	Lenovo, Motorola Mobility
	Yes
	

	ZTE
	Yes
	

	Deutsche Telekom
	Yes
	

	FUTUREWEI
	Yes
	

	NEC
	Yes
	

	CTC
	Yes
	

	CMCC
	Yes
	



Moderator’s summary: All (14) companies support to update the agreement from the previous meeting as follows:
Performance monitoring of the trained and deployed RAN AI/ML in Model Inference may be supported, Model Performance Feedback from Model Inference to Model Training shall be kept and FFS shall be removed.
Moderator proposes the following: Capture in the Chairman notes that the agreement taken during RAN3 #114bis-e is updated as follows: Performance monitoring of the trained and deployed RAN AI/ML in Model Inference may be supported, Model Performance Feedback from Model Inference to Model Training shall be kept and FFS shall be removed.


Also, it is observed in [4] and [7] that in the definition of Inference Data there can be a misunderstanding whether this data is only needed to produce Model Output and whether the lack of an additional arrow implies that there is no additional input needed to generate “Model Performance Feedback”. Thus it is proposed to clarify in the TR that Inference Data comprises necessary information for Model Inference to produce Model Performance Feedback in addition to Model Output.
Q4: Companies are invited to provide their views on whether it is needed to clarify in TR 37.817 that Inference Data comprises necessary information for Model Inference to calculate Model Performance Feedback in addition to Model Output.

	Company
	  Is clarification needed? (yes/no)
	  Comments, if any

	Ericsson
	Yes
	We are in favour of this clarification as it provides a mechanism to allow the Model Inference Function to generate at least one form of model performance feedback that is implementation independent, i.e. a metric for accuracy of the predictions, which can be obtained by comparing predictions with their corresponding ground truth (possibly signalled to Model Inference Function as part of Inference Data)

	Huawei
	 See comments
	Technically, on one hand, the output of inference should be for the actor to execute; on the other hand, as discussed in last meeting, the inference function should be able to provide some info (i.e. performance feedback) for the model training function to optimize the model training. Strictly speaking, we think this performance feedback should not be part of inference output. 
Whether clarifications are needed or not, this understanding should be clearly reflected.

	Nokia
	Yes
	In our view, clarifying this part is important since so far inference data has been introduced as input to inference to produce Model Output. However, after the last meeting we also agreed that Model Inference can provide Model Performance Feedback to Model Training. Therefore, Model Inference needs to have access e.g., to ground truth information to calculate Model Performance Feedback. It needs to be clarified that Inference data may also contain information useful to obtain Model Performance Feedback, such as ground truth information, besides data needed to produce Model Output.

	Samsung
	No, already covered in “Inference Data”
	The inference data in the TR is “Data needed as input for the AI/ML Model Inference function”. The AI/ML model inference function in the TR includes generating inference output and model performance feedback. So current “Inference Data” already cover both two types. 

	Intel
	Not necessary 
	We share the same view with Samsung that current definition for Inference data is general enough to cover data required for both model performance feedback and inference output. 
Technically, we don’t think there is any difference between data to generate model performance feedback and data for inference output. Ground truth data is required for both information. 
To avoid any ambiguity, one suggestion is to add “e.g. for inference output and model performance feedback” after current definition:
o	Inference Data: Data needed  as input for the AI/ML Model Inference function, e.g. for inference output, model performance feedback.
 

	Qualcomm
	No
	Current definition for inference data is good enough. The “ground truth information” as mentioned by Nokia should not be part of inference data. Instead, it should be separate data for model testing/validation.

	CATT
	Yes
	This is only a clarification so we think there is no difference if we use the phrase “e.g.” as suggested by Intel.
And a reply on “ground truth”:
The phrase “ground truth” here means the opposite to “projection”. Logically it is not an input for generating prediction, as if we already know where the UE will move we need not project it.
Of course the ground truth and the input for generating prediction can be of the same type, but they naturally do not overlap: input for generating prediction is the UE’s trajectory before leaving the cell, whereas the “ground truth” is the UE’s trajectory after leaving. Their impact on interfaces may differ as well.

	Lenovo, Motorola Mobility
	Yes
	

	ZTE
	No
	We see there is no misunderstanding in current definition of Inference Data. Inference function is responsible to perform model inference output or model performance evaluation. And inference data is used for Inference function. That’s clearly clarified.

	Deutsche Telekom
	Yes
	Simple addition like that proposed by Nokia in [7] or by Intel above preferred. Proposal:
“… to calculate Output and optionally Model Performance Feedback.” 

	FUTUREWEI
	No
	We share similar view as Samsung, Intel, Qualcomm and ZTE, the current description for inference data: “Data needed as input for the AI/ML Model Inference function” is sufficient. As discussed in the question 2, model performance feedback from the Model Inference function to Model Training function is optional. In the case, the Model Inference function needs to acquire the ground truth data to generate model performance feedback (which may be use case and AI/ML approach dependent), it may subscribe to receive it. 

	NEC
	Maybe
	This may be beneficial.

	CTC
	Neutral
	Current definition of Inference Data seems enough, but no harm for additional explanations. 

	CMCC
	No strong view
	Either way is ok, companies are at the same page with or without the modification



Moderator’s summary: On the question whether it is needed to clarify in TR 37.817 that Inference Data comprises necessary information for Model Inference to calculate Model Performance Feedback in addition to Model Output 5 companies agree that a clarification is needed, 4 companies have no strong view and 5 companies think a clarification is not needed.
Moderator proposes the following: There is no need to further clarify that Inference Data comprises necessary information for Model Inference to calculate Model Performance Feedback in addition to Model Output. 

In [8] it is discussed that the details of Model Performance Feedback process have been kept out of RAN3 scope since AI/ML algorithms and models are implementation specific and it is proposed that the same principle should be applied to Model Deployment/Update. Therefore it is proposed in [8] that Model Deployment/Update is also out of RAN3 scope (by removing reference to Rel.17).

Q5: Companies are invited to provide their views on whether Model Deployment/Update is out of a) RAN3 scope or b) RAN3 Rel.17 scope. Companies can further indicate in case they do not have a strong preference in either option. 
	Company
	  Which of the options is supported? (a, b, no strong preference)
	  Comments, if any

	Ericsson
	Slightly prefer b) 
	We believe that it would be good to keep RAN3 in the loop of any possible discussions concerning the Model Deployment/Update procedure.

	Huawei
	a) is slightly preferred
	We think it should not be part of RAN3 scope, technically SA5 may discuss this topic and RAN3 might be consulted.

	Nokia
	Both a and b are ok but b) is slightly preferred
	It could be useful to still keep RAN3 in the scope of model deployment update. Even though current Model Deployment/Update procedure for the prioritized use cases when training is in OAM and inference in the RAN should be discussed by SA5, Model Deployment/Update may have some RAN3 relevance in the future.

	Samsung
	Prefer b)
	It may have the RAN3 impact in the future. It is better not to preclude the possibility now.

	Intel
	Option b
	As replied by SA5, RAN3 may be impacted to support SA5 solution on model deployment update in Rel-18 based on the progress of SA5 Rel-18 Study.

	Qualcomm
	[bookmark: OLE_LINK33][bookmark: OLE_LINK34]Option b
	b) is more accurate. It is not in R17 SI scope. We have not discussed the scope of R18+.

	CATT
	Option b
	

	Lenovo, Motorola Mobility
	b)
	

	ZTE
	Option b
	That is discussed in RAN3 R17 SI, and SA5 will discuss it in Rel-18, which may involve RAN3.

	Deutsche Telekom
	Option b, but …
	But we should handle Model Deployment/Update and Model Performance Feedback in the same way, i.e., the same terminology (a) or (b) should be used for both.

	FUTUREWEI
	Preferred: option b
Ok for option a
	

	NEC
	Option b
	

	CTC
	Prefer option b
	Option b is more appropriate as it’s too early to preclude the possibility now. 

	CMCC
	Option b
	It is too early to say out of RAN3 scope, for instance, if in the future, we study the scenario that model training in CU and model inference in DU, we may need model deployment between CU and DU, it is still not clear, the signalling procedure is in RAN3 or not



Moderator’s summary: 13 companies prefer option b “Model Deployment/Update is out of RAN3 Rel. 17 scope”, while 1 company prefers option a “Model Deployment/Update is out of RAN3 scope.”. One company suggested that we need to use the same terminology for Model Deployment/Update and Model Performance Feedback, namely that they are both out of RAN3 Rel.17 scope or that they are both out of RAN3 scope.
Moderator proposes the following: Discuss in the second round of discussions whether the same terminology needs to be used for Model Deployment Update and for Model Performance Feedback, namely that they are both out of RAN3 Rel.17 scope.

3.3 Introduce a conclusion to the Study 
It is proposed by some companies to include a conclusion for the AI/ML framework and high-level principles ([6], [9]). Different possible concluding options are provided.

[bookmark: _Hlk96343944]Q6: Do companies agree to conclude that a) the high-level principles captured in section 4.1 of TR 37.817 and b) Functional Framework for RAN Intelligence shall remain valid during normative phase?
	Company
	  Agree (a, b, both, none)
	  Comments, if any

	Ericsson
	Option a) 
	It is important that the high-level principles are taken as baseline for normative work as those principles constitute the basis on which the use cases have been developed. Ignoring those principles would reopen a wide discussion on which RAN3 has already converged.
The functional framework is described in TR37.817 as follows:
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1. For the functions and data/information flows shown in the Figure 4.2-1, whether there is any standardization impact and what is the standardization impact are discussed in clause 5.
 Namely, the functional framework has been developed in the study to gain a common understanding of how to develop the use cases. Normative work will be use-case-focussed and it shall be based on the concepts developed in the use cases in Section 5 of TR37.817. 
Besides, one of the agreed principles says: “The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so”. so, the functional framework has not been considered as “binding” since the start.
For these reasons, we believe the Functional Framework does not need to be taken as baseline for normative work. However, it remains as a valid reference in discussions related to functionalities.

	Huawei
	Both
	We think high-level principles are part of outcome/conclusions of this study item and should remain valid during normative phase.

	Nokia
	a)
	The high-level principles we have defined during the study should be taken as baseline for normative work. They comprise agreements on fundamental principles we made during the study to set the scope of this work and should be taken into account in work item phase.
On the other hand, when it comes to the ML framework it is our understanding that it is meant rather as a guidance than as a basis for normative work.    

	Samsung
	Both 
	The principles provide the scope, architecture and other aspects for the study. It is benefit to make it valid during normative phase to guide a focused discussion.
The framework give us the common understanding of the functionality and procedure. It is benefit to be still valid for normative phase to let us have the common understanding to avoid misunderstanding.


	Intel
	Both
	

	Qualcomm
	Both
	

	CATT
	Both
	

	Lenovo, Motorola Mobility
	a) yes
b) maybe 
	High level principles shall be taken as baseline for WI. The elements in the framework may or may not have specification impact, although it reflects the common understanding among companies. Maybe it is ok to add it to the spec as informative supplement.

	ZTE
	Both
	

	Deutsche Telekom
	Both
	We see both the high-level principles as well as the functional framework as important basis for normative work (see also the discussion in CB: # AIRAN1_General). 
Feedback to Ericsson: The statement “The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.” doesn’t mean from our perspective that the basics described can be violated, but rather that extensions should be possible in future releases, if required.

	FUTUREWEI
	Both
	

	NEC
	Both
	

	CTC
	Both
	

	CMCC
	Both
	



Moderator’s summary: 3 companies agree to conclude that the high-level principles captured in section 4.1 of TR 37.817 shall remain valid during the normative phase and 11 companies agree to conclude that both the high-level principles and the Functional Framework for RAN Intelligence shall remain valid during the normative phase. This topic is under discussion in CB: # AIRAN1_General. No more discussions on this topic are needed in CB: # AIRAN2_Framework.  

Further concluding proposals for the Rel. 17 study on Data Collection for NR and EN-DC are presented in [6]:

Q7: Do companies agree that the Network Energy Saving use case description and “solutions and standard impacts” should be taken as baseline for normative phase?
	Company
	  Agree/Disagree
	  Comments, if any

	Ericsson
	Yes 
	Obviously, this statement is valid with respect to the latest version of the TR in R3-221610. The statement should be revised once final agreements on TPs are taken

	Huawei
	 See comments
	In principle we agree the intention, but maybe we could just have a summarized description in the general conclusion section, as proposed by rapporteur, something like the solutions and standard impacts of each use case should be taken as baseline for the normative phase.

	Nokia
	Yes but
	It will be useful to have a conclusion on the Network Energy Saving use case but maybe the conclusion should be taken into account under the CB: # AIRAN1_General which tries to provide a conclusion on each use case.

	Samsung 
	Yes but
	Agree this one. But we prefer to have a conclusion for the whole TR instead of separate conclusions for each use case. It seems nothing special in conclusion for each separate use case. A general one makes TR clear and clean.

	Intel
	 Agree but
	Conclusion related discussion is already taken into account under CB: # AIRAN1_General. We don’t need to duplicate the discussion here.

	Qualcomm
	
	This has been covered by CB: AIRAN1_General.

	Lenovo, Motorola Mobility
	Yes
	

	ZTE
	Agree
	Conclusion part has been discussed in CB#AIRAN1_General.

	Deutsche Telekom
	Yes but
	This issue shouldn’t be handled in this CB, but in CB: # AIRAN1_General.

	FUTUREWEI
	Yes but…
	Share similar view as many companies that this should be handled by CB: # AIRAN1_General.

	NEC
	
	Better to discuss conclusions in CB: AIRAN1_General.

	CTC
	Yes but
	Agree with most companies’ opinion that the conclusion should be discussed in CB: # AIRAN1_General.

	CMCC
	Not in this CB
	An overall conclusion is enough, separate conclusion for each use case is not needed.



Moderator’s summary: Majority of companies think that whether Network Energy Saving use case description and “solutions and standard impacts” should be taken as baseline for normative phase should be discussed in CB: # AIRAN1_General. No more discussions on this topic are needed in CB: # AIRAN2_Framework. Whether Network Energy Saving use case description and “solutions and standard impacts” should be taken as baseline for normative phase is discussed in CB: # AIRAN1_General. 


Q8: Do companies agree that the Load Balancing use case description and “solutions and standard impacts” should be taken as baseline for normative phase?
	Company
	  Agree/Disagree
	  Comments, if any

	Ericsson
	Yes
	Obviously, this statement is valid with respect to the latest version of the TR in R3-221610. The statement should be revised once final agreements on TPs are taken

	Huawei
	 See comments above
	

	Nokia
	Yes but
	It will be useful to have a conclusion on the Load Balancing use case but maybe the conclusion should be taken into account under the CB: # AIRAN1_General which tries to provide a conclusion on each use case.

	Samsung
	Yes but
	Agree this one. But we prefer to have a conclusion for the whole TR instead of separate conclusions for each use case. It seems nothing special in conclusion for each separate use case. A general one makes TR clear and clean.

	Intel
	 Agree but
	Conclusion related discussion is already taken into account under CB: # AIRAN1_General. We don’t need to duplicate the discussion here.

	Qualcomm
	
	This has been covered by CB: AIRAN1_General.

	Lenovo, Motorola Mobility
	Yes
	

	ZTE
	Agree
	Conclusion part has been discussed in CB#AIRAN1_General.

	Deutsche Telekom
	Yes but
	This issue shouldn’t be handled in this CB, but in CB: # AIRAN1_General.

	FUTUREWEI
	Yes but…
	Share similar view as many companies that this should be handled by CB: # AIRAN1_General.

	NEC
	
	Better to discuss conclusions in CB: AIRAN1_General.

	CTC
	Yes but
	Agree with most companies’ opinion that the conclusion should be discussed in CB: # AIRAN1_General.

	CMCC
	Not in this CB
	An overall conclusion is enough, separate conclusion for each use case is not needed.



Moderator’s summary: The majority of companies think that whether Load Balancing use case description and “solutions and standard impacts” should be taken as baseline for normative phase should be discussed in CB: # AIRAN1_General. No more discussions on this topic are needed in CB: # AIRAN2_Framework. Whether Load Balancing use case description and “solutions and standard impacts” should be taken as baseline for normative phase is discussed in CB: # AIRAN1_General.

Q9: Do companies agree that the Mobility Optimization use case description and “solutions and standard impacts” should be taken as baseline for normative phase?
	Company
	  Agree/Disagree
	  Comments, if any

	Ericsson
	Yes
	Obviously, this statement is valid with respect to the latest version of the TR in R3-221610. The statement should be revised once final agreements on TPs are taken

	Huawei
	 See comments above
	

	Nokia
	
	It will be useful to have a conclusion on the Mobility Optimization use case but maybe the conclusion should be taken into account under the CB: # AIRAN1_General which tries to provide a conclusion on each use case.

	Samsung
	Yes but
	Agree this one. But we prefer to have a conclusion for the whole TR instead of separate conclusions for each use case. It seems nothing special in conclusion for each separate use case. A general one makes TR clear and clean.

	Intel
	 Agree but
	Conclusion related discussion is already taken into account under CB: # AIRAN1_General. We don’t need to duplicate the discussion here.

	Qualcomm
	
	This has been covered by CB: AIRAN1_General.

	Lenovo, Motorola Mobility
	Yes
	

	ZTE
	Agree
	Conclusion part has been discussed in CB#AIRAN1_General.

	Deutsche Telekom
	Yes but
	This issue shouldn’t be handled in this CB, but in CB: # AIRAN1_General.

	FUTUREWEI
	Yes but…
	Share similar view as many companies that this should be handled by CB: # AIRAN1_General.

	NEC
	
	Better to discuss conclusions in CB: AIRAN1_General.

	CTC
	Yes but
	Agree with most companies’ opinion that the conclusion should be discussed in CB: # AIRAN1_General.

	CMCC
	Not in this CB
	An overall conclusion is enough, separate conclusion for each use case is not needed.



Moderator’s summary: The majority of companies think that whether Mobility Optimization use case description and “solutions and standard impacts” should be taken as baseline for normative phase should be discussed in CB: # AIRAN1_General. No more discussions on this topic are needed in CB: # AIRAN2_Framework. Whether Mobility Optimization use case description and “solutions and standard impacts” should be taken as baseline for normative phase is discussed in CB: # AIRAN1_General.

3.4 Editorial suggestions on TR 37.817
Furthermore, in an attempt to clean up TR 37.817 some editorial proposals are made by several companies, namely: 

1. In [5] it is proposed to remove the following editor notes: 
a) Editor Note: Definition of each terminology might be updated to align with other working groups, in order to have common or unified definition on AI/ML related terminology.
b) Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)

2. In [5] an observation is made that the output of the ML Model only consists of predicted information. According to current description the “ML inference” is using the model to make predictions or guide the decision, i.e., the output is more than just prediction results. Therefore it is proposed to extend the AI/ML Model description as follows: 
ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs.

3. In [7] it is proposed to further clarify the fact that Model Performance Feedback is optional by further stating the following:  Model Performance Feedback:  It may be used for monitoring the performance of the AI/ML model, when available. 

4. In [2] it is proposed to merge the following two high-level principles
“The input/output and the location of the Model Training and Model Inference function should be studied case by case”
“Where AI/ML functionality resides within the current RAN architecture, depends on deployment and on the specific use cases”
into one following high-level principle
“Inputs, outputs and location of the AI/ML functionality within the current RAN architecture depend on deployment and on specific use cases.”

5. It is observed in [2] that the following high-level principle is outdated:
“A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.” and proposed to address this. It is therefore proposed to update this sentence as follows:
Functional framework and high-level procedures defined in this TR should not prevent to “think beyond” them during normative phase if a use case requires so.

6. It is proposed in [3] to remove Data Collection, ML Training and ML Inference from the terms section as those have been better explained in subclause 4.2

7. It is proposed in [3] to clarify that a model is trained validated and tested by the Model Training function before deployment and propose the following update “An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the Model Training function before deployment.”
8. In [3] it is proposed to update the definition of Model Training in the ML Functional framework (i.e., Model Training is a function that performs the ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure.) by removing “which may generate model performance metrics as part of the model testing procedure” as some companies in the last meeting had strong concern about model performance metrics.
9. In [3] it is also proposed to update the definition of Feedback in the Functional framework as follows in order to be more generic: “Feedback: Information that may be needed to derive training or inference data or to monitor the performance of the AI/ML model.”
10. In [5] it is proposed that “ML” used in the 4 bullet points in Sec. 3.1 should be replaced by “AI/ML” to be consistent with the terminology applied in Sec. 4.2.

Q10: Companies are invited to express their views whether they agree with the proposed editorial changes 1-10 above.

	Company
	  Agree/Disagree
	  Comments, if any

	Ericsson
	Agree to all, except for 4), 6) and 8)
	For 4) we do not see the benefit of merging principles. We find the two existing principles clearer.
For 6) we do not see contradictions between the Data Collection, ML Training and ML Inference in the 
“terms” and the definitions added later on, so prefer to keep it as it is.
For 8), this is contradicting last meeting´s agreements according to which 
Performance monitoring of the trained and deployed RAN AI/ML in Model Training may be supported / not precluded. No modifications are needed to the Functional Framework figure to support such option.
Hence, according to the agreements above, Model Training is able to generate Model Performance metrics and for that 8) is not agreeable.

	Huawei
	 See comments
	For 5), we would like to keep as it is, since the work flow in the TR is mainly for illustrative purpose which is a guidance for normative work, not sure what updates else are needed; 
For 7), in general fine, but not sure if the action of “trained, validated and tested” is for sure done by “Model Training function”?  Or we just remove “by the Model Training function”?
For 8), we agree with the proposed change. Metric should not be RAN3 scope to discuss.
For 9), not sure the purpose of monitoring the performance of the AI/ML model. We believe the word monitor maybe better replaced by evaluate.
No strong preference to other proposals.

	Nokia
	Agree: 1,2,3,7, 9, 10
Disagree: 4, 5, 6,8
	4: We don’t think we need to merge any high-level principles. It is clearer as is.
5: It is our understanding that what needs to be updated in this proposal is the following sentence since it refers to something we have done already during the study: “A general framework and workflow for AI/ML optimization should be defined and captured in the TR.”. What about the following modification: “The generalized workflow, defined in this TR, should not prevent to “think beyond” during normative phase if a use case requires so.” 
6: It is better to keep data collection, ML training and ML inference in the terms. These are just introduced in the terms and further explained later, we don’t see any harm done.  
8: We don’t see a reason to modify the current definition of Model Training. 

	Samsung
	 OK for 1, 10
	We prefer not to revisit these agreed texts expect there is error or confusion. Actually, most of them are clear, and there is no need to do update.
2) The decision is also the kind of prediction information, as the decision is for the action in furfure time/next time slot.
3) No need. The optionality already be described in model inference by “when applicable”. The definition for model performance feedback is just to define what it is and how to define it. The optionality is the way to use it, so it is better to capture optionality in model inference to generate it. So there is no need to show the optionality everywhere.
4) No. The merged one may lead to the confusion that input and output depend on deployment. Actually, current two principles are from two aspects. The first one is to show input/output/location is studied case by case, while the second one is to stress the study is based on current RAN architecture.
5) Prefer to keep it as it is. 
6) No. The explanation in 4.2 is to show the functionality for different blocks, and it refers to the definition of ML training and ML inference in 3.1.
“Model Training is a function that performs the ML model training, validation, and testing which may…”
“Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions)”
So what is ML training and ML inference should be defined.
7) Prefer to keep it as it is.
8) Prefer to keep it as it is. 
9) No. The performance feedback here is the network KPI after taking action, which is different from model performance feedback (monitoring performance of model). It can be used to to evaluate the performance of actions.


	Intel
	Agree: 1, 2, 3, 10
	For 4), we don’t think there’s a need.
For 5), functional framework and high-level principles should remain valid during Rel-18 WI. 
For 6), terminology is important for reader to understand basic concepts in this SI.
For 7), no need. It is already captured under bullet for “Model Training”.
For 8), prefer current definition. 
For 9), feedback carries information which reflects system performance which are related to wireless. Although it can provide some hint to continue to optimize AI/ML model, but we prefer to keep it simple, which can reflect the true information carried in feedback.

	Qualcomm
	Agree all, except 7
	We didn’t study the location of model testing and validation. So, the change #7 should be rejected.

	Lenovo, Motorola Mobility
	
	They look fine in general.  

	ZTE
	Accept all, except 4,6,8
	4) No need to merge any high-level principles. 
6)Terminology is fine to be captured in the TR.
8)Although the definition of performance metrics will not be acknowledged in RAN3, it’s better to keep it here because Model Training function involves model performance metrics.

	Deutsche Telekom
	Agree: 1, 2, 3, 7, 9, 10
Disagree, but …: 5
Disagree: 4, 6, 8
	To 4: We would prefer to have to separate statements. 
To 5: Only the 1st sentence may be changed, e.g. to “A general framework and workflow for AI/ML optimization is defined and captured in the TR.”
To 6: We should keep the terms as they are not in contradiction to definitions made in Sec. 4. 
To 8: We don’t see a reason to change the agreement from last meeting.

	FUTUREWEI
	Agree: 1, 5, 10
Disagree: 6, 8, 9
Neutral: 2, 3, 4, 7
	For 5, we suggest slight wording change, from “should not prevent to think beyond…’ to “should not prevent thinking beyond…”
For 6, they should be kept in the terminology section.
For 7, we prefer keeping the original text.

	NEC
	Agree all, except 8
	

	CTC
	Accept all, except 4, 6, 8

	For 4, merging the two principles may cause confusions.
For 6, no need to remove terms.
For 8, prefer to keep it as it is.

	CMCC
	Accept all, except 4, 6, 8
	For 4, not needed
For 6, no contradiction to keep both
For 8, no clear reason to remove it



Moderator’s summary: On the editorial sections, companies have supported the different proposals as follows:
1: 12 companies support this proposal, 1 company is neutral.
2: 10 companies support this proposal, 2 are neutral, and 1 is against.
3: 10 companies support this proposal, 2 are neutral, and 1 is against.
4: 3 companies support this proposal, 2 are neutral, and 8 companies are against.
5: 8 companies support this proposal and 5 companies are against.
6: 3 companies support this proposal, 1 neutral, and 9 companies are against.
7: 9 companies support this proposal, 1 is neutral, and 3 companies are against.
8: 3 companies support this proposal and 10 companies are against.
9: 9 companies support this proposal and 4 companies are against.
10: 12 companies support this proposal and 1 company is neutral.

Moderator proposes the following based on the majority votes:
Update the TP for TR 37.817 as follows:
· Remove the following editor notes: 
a) Editor Note: Definition of each terminology might be updated to align with other working groups, in order to have common or unified definition on AI/ML related terminology.
b) Editor Note: high level principles for RAN intelligence enabled by AI, the functional framework (e.g. the AI functionality and the input/output of the component for AI enabled optimization)
· Extend the AI/ML Model description as follows: “ML Model: A data driven algorithm by applying machine learning techniques that generates a set of outputs consisting of predicted information and/or decision parameters, based on a set of inputs.”
· Clarify in the TR the fact that Model Performance Feedback is optional by further stating the following: “Model Performance Feedback:  It may be used for monitoring the performance of the AI/ML model, when available.”
· Update the following high-level principle: “A general framework and workflow for AI/ML optimization should be defined and captured in the TR. The generalized workflow should not prevent to “think beyond” the workflow if the use case requires so.” as follows: “Functional framework and high-level procedures defined in this TR should not prevent to “think beyond” them during normative phase if a use case requires so.”
· Clarify that a model is trained validated and tested by the Model Training function before deployment and propose the following update “An AI/ML model used in a Model Inference function has to be initially trained, validated and tested by the Model Training function before deployment.”
· Update the definition of Feedback in the Functional framework as follows in order to be more generic: “Feedback: Information that may be needed to derive training or inference data or to monitor the performance of the AI/ML model.”
· Replace “ML” used in the 4 bullet points in Sec. 3.1 by “AI/ML” to be consistent with the terminology applied in Sec. 4.2.
Discussion (Phase 2)

Q1: Companies are invited to provide their view on whether it is acceptable to address the remaining FFS on MR-DC in the high-level principles as follows: “NG-RAN SA is prioritized; EN-DC and MR-DC are down-prioritized but not precluded from Rel.18 work.”

	Company
	  Comments

	Deutsche Telekom
	We are fine with the proposal made by the moderator.

	CMCC
	We are fine

	Intel
	Agree. If time allows, RAN3 can discuss EN-DC and MR-DC after SA solutions are completed.

	Lenovo, Motorola Mobility
	OK

	Nokia
	We are fine with the above proposal.

	ZTE
	Agree

	Ericsson
	Ok

	FUTUREWEI
	We are ok with the proposal.

	SAMSUNG
	OK

	QUALCOMM
	Agree

	NEC
	Agree

	CTC
	Agree



Moderator’s summary: All (12) companies agree to the way forward on addressing the remaining FFS on MR-DC in the high-level principles. 
Moderator proposes the following: Address the remaining FFS in high-level principles regarding MR-DC as follows: “NG-RAN SA is prioritized; EN-DC and MR-DC are down-prioritized but not precluded from Rel.18 work.”


Q2: Companies are invited to provide their view on whether the same terminology needs to be used for Model Deployment Update and for Model Performance Feedback, namely that they are both out of RAN3 Rel.17 scope.

	Company
	  Comments

	Deutsche Telekom
	Both issues address parts of the AI/ML model lifecycle management which are out of scope of RAN3 (responsibility at SA5) and therefore should be handled/described in the same way. 

	CMCC
	Fine that both out RAN3 Rel-17

	Intel
	Ok with “out of RAN3 Rel.17 scope”

	Lenovo, Motorola Mobility
	OK out of RAN3 Rel-17 scope. 

	Nokia
	We agree with DT’s view that both issues address parts of the AI/ML model lifecycle management and they will both be considered by SA5 in a Rel.18 study. So in that sense, we can support that both Model Deployment/Update and Model Performance Feedback are out of RAN3 Rel.17 scope.

On the other hand, there is no clear restriction why those 2 need to be treated similarly. So keeping Model Deployment Update out of RAN3 Rel.17 scope and Model Performance Feedback out of RAN3 scope could still be acceptable by us. 

	ZTE
	We are OK with “out of RAN3 Rel17 scope”. One comment here: if we agree both are out of RAN3 R17 scope, the same terminology should be used in use case solution.

	[bookmark: _Hlk97026206]Ericsson
	Current terminology where only Model Deployment Update is out of RAN3 scope in Rel17 is ok. Namely, no need to align terminology

	FUTUREWEI
	We agree with other companies that “out of RAN3 Rel.17 scope” wording is ok for both. 

	SAMSUNG
	We are OK for both out of R17 scope. Same view as ZTE, the corresponding update is required in each use case.

	QUALCOMM
	We are fine to take both out of R17. 

	CTC
	We agree they are out of RAN3 R17 scope. 



Moderator’s summary: 9 companies think that both arrows should be aligned to be “out of RAN3 Rel.17 scope”. One company thinks that no alignment is needed, and 1 company is neutral.
Moderator proposes the following: 
Update the description of Model Performance Feedback arrow in the functional framework to be “out of RAN3 Rel.17 scope” so that it is aligned with Model Deployment/Update. 

Q3: Companies are invited to provide comments on the draft TP for the General Framework.

	Company
	  Comments

	Deutsche Telekom
	5 minor pure editorial changes performed in updated draft TP (based on [5]).

	Nokia
	Regarding updating the definition of Feedback in the Functional framework as “Feedback: Information that may be needed to derive training or inference data or performance feedback to monitor the performance of the AI/ML model.” ,we think that completely deleting performance feedback is not quite correct. Feedback also provides performance feedback, which is not related to monitoring of AI/ML Model performance. Instead, performance feedback relates to the impact of the model decision on the network and is part of the normal updating process of KPIs and performance counters. However, we agree that performance feedback may be a confusing term. Therefore, we propose the following update to feedback definition:
· Feedback: Information that may be needed to derive training data, or inference data, or performance feedbackor to monitor the performance of the AI/ML Model and its impact to the network through updating of KPIs and performance counters.


	Ericsson
	Ok, including comments from Nokia

	FUTUREWEI
	A few minor comments in the updated draft TP.

	SAMSUNG
	Same view as Nokia. This feedback is not just to reflect model performance, but also the network KPI after action.

	NEC
	We can support this draft TP with proposed modifications.



Moderator’s summary: Update Feedback definition in the TP according to the comments.
Moderator proposes the following: Update Feedback definition in the Functional Framework as follows: 
Feedback: Information that may be needed to derive training data, inference data, or to monitor the performance of the AI/ML Model and its impact to the network through updating of KPIs and performance counters.
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