3GPP TSG-RAN WG3 #115-e
R3-222329
Feb 21- Mar 3 2022

Online

Agenda item:
18.4.2
Source: 
China Telecom
Title: 
Discussion on input and output for AI-based load balancing
Document for:
Discussion and Approval
1. Introduction

In RAN3#114bis meeting, some input, output and feedback information for load balancing use case were agreed and added to TR37.817 [1]. However, the following FFSs on other information about input and output required for AI/ML-based load balancing still need further discussion.
· FFS other input information required for AI/ML-based load balancing.

· Validity time for the Model Inference output predictions. FFS whether validity time is applied to all outputs produced by the Model Inference function.
In this contribution, we will provide our views on these open issues.

2. Discussion
2.1. Input of AI/ML-based Load Balancing
Currently, the input information for load balancing is shown below:
From the local node:

· Own resource status information (e.g. per cell, per SSB Area): e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP

· Predicted own resource status information: e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP

· UE trajectory prediction

From the UE:

· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE Radio Measurements, e.g., RSRP, RSRQ, SINR

· UE Mobility History Information

From neighbour NG-RAN Nodes:

· Neighbour resource status information (e.g. per cell, per SSB Area): it may include, e.g., some or all of the resource information in current Xn: Resource Status Update procedure

· Predicted neighbour resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP

· UE performance measurement at traffic offloaded neighbour cell
The AI/ML based load balancing use case aims to distribute load evenly among cells or areas of cells, by diverting some traffic from a congested cell or areas of cells to other cells with more adequate resource status, or offloading some users from a cell or RAT to improve the network performance. The decisions of load balancing use case will involve a lot of handover actions and optimizations of handover parameters, and the relevant execution is highly dependent on UE measurement reporting. Frequent inter-frequency measurement not only increases signalling overhead, but also causes measurement delay, which affects the convergence speed of the load balancing model. Therefore, it is need to consider the average delay of user plane as input information, such as:
· Average delay DL in gNB-DU: The average (arithmetic mean) PDCP SDU delay on the downlink within the gNB-CU-UP, for all PDCP packets. The measurement is calculated per PLMN ID and per QoS level.
· Average delay DL on F1-U: the average (arithmetic mean) GTP packet delay DL on the F1-U interface. The measurement is calculated per PLMN ID and per QoS level.

· Average delay DL in gNB-DU: the average (arithmetic mean) RLC SDU delay on the downlink within the gNB-DU, for initial transmission of all RLC packets. The measurement is calculated per PLMN ID and per QoS level.
Proposal 1: Delay measurement from local node can be adopted as the input of AI/ML-based load balancing.
2.2. Output of AI/ML-based Load Balancing
Till last meeting, following information as output for AI/ML-based load balancing model are captured in TR:
· Selection of target cell for mobility load balancing 

· Predicted own resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP

· Predicted resource status information signalled from neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP

· Validity time for the Model Inference output predictions.

· The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)
For validity time, it’s applicability of all outputs produced by the Model Inference function is FFS. Validity time indicates how long the prediction result or execution decision is valid. For the load balancing use case, the target base station node can reserve the resources pre-allocated for the selected UE within the valid time window, and release the resources after the time expires. In addition, the UE that is handed over to other cells may also face multiple choices when the validity time window expires, it can continue to reside in the target gNB or go back to the source gNB according to its own judgment, or wait for a new round of decision-making. Within a valid time, the gNB can refuse to make or receive other decisions, which helps to avoid the conflict of making load balancing decisions among local and neighboring nodes. Therefore, it is necessary to have a corresponding validity time as an instruction or guarantee for all outputs, no matter the output is prediction based or execution-based. 
Proposal 2: The validity time should be applied to all outputs produced by the Model Inference function. And the FFS on output of load balancing can be removed. 
3. Conclusion

It is proposed to approve the following proposals:

Proposal 1: Delay measurement from local node can be adopted as the input of AI/ML-based load balancing.
Proposal 2: The validity time should be applied to all outputs produced by the Model Inference function. And the FFS on output of load balancing can be removed. 
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