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1. Introduction

In RAN3#114bis meeting, TP to 37.817 on AI/ML based network energy saving was agreed. And the following issues are need to discussed in next meeting:
· Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons.

· Validity time of the predicted energy saving decisions.

In addition, both non-split and split architecture were also agreed to support AI/ML-based network energy saving:
· In case of non-split architecture:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.

· AI/ML Model Training and AI/ML Model Inference are both located in the gNB.

· In case of CU-DU split architecture:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 

· AI/ML Model Training and Model Inference are both located in the gNB-CU.

Given the above deployment scenarios have been captured in TR37.817 [1], the recommendations for the specific signalling process of the solutions for split-architecture based on AI/ML energy-saving are needed. This contribution will discuss the open issues on ES and provide corresponding TPs.

2. Discussion
2.1. Solutions and standard impacts
The detailed processes of AI/ML based energy-saving solution for non-split architecture have been captured in TR. Since the split architecture is more conducive to the deployment and implementation for distributed AI architecture, and the corresponding two solutions have been clearly included and considered at this stage, we should add detailed description of the steps for these two solutions into the TR. 

In case of model training and model inference are deployed in OAM and gNB-CU respectively, replacing the NG-RAN node in the existing flowchart with gNB-CU can meet the requirements. For the other solution, since gNB-CU can centrally manage gNB-DUs of multiple sites, it does not require high real-time data processing, and it has lightweight model training and model reference capabilities. It is also feasible to replace the NG-RAN node in the corresponding flowchart with gNB-CU. Based on above analysis, we propose to embody the network elements of the split-architecture base station in the signaling flowchart.

Proposal 1: Add gNB-CU to the gNB node block of the existing signaling flowchart to complete the description of all AI/ML-based energy-saving solutions. 

2.2. Input of AI/ML-based Network Energy Saving 
At the last meeting, some companies proposed that the Accept/ reject of energy-saving decisions by neighboring RAN nodes can be used as model training inputs, for instance the acceptance or rejection of an offloading plan that transfers a certain number of UEs to neighboring RAN nodes. They think that for the energy-saving use case, the decisions made by model inference function will involve recommended cells to perform energy-saving or carry the load traffic, so they consider the Accept/ reject of energy-saving decisions as a response or feedback from neighboring RAN nodes, which contributes to more positive impacts of energy saving strategies.

But we still think the related proposal is unnecessary. Firstly, the current/predicted energy efficiency and resource status of neighboring RAN nodes have been used as feature input for ML model training, and the decisions generated by model inference has taken into account the issue of whether neighboring cells are suitable for carrying redundant load traffic. If neighboring nodes make an action that violates the decision, there will be certain feedback information to model training and model inference modules for parameter adjustment and performance improvement. Secondly, the neighbor RAN node itself can make decisions whether to accept the transfer or not according to current network conditions, rather than rejecting the energy saving strategy from the source base station node. The introduction of AI/ML in the RAN does not mean changing the existing network operation. Therefore, there is no need to add the Accept/ reject of offloading plan by neighboring RAN nodes as input, and the relevant FFS in TP should be removed.
Proposal 2: there is no need to add the Accept/ reject of offloading plan by neighboring RAN nodes as input, and the relevant FFS in TP should be removed.
2.3. Output of AI/ML-based Network Energy Saving 
Whether validity time of predicted energy saving decisions should be the output requires further discussion, if we don't learn about its definition and how it is enforced, we don’t know the benefits it can bring.

In our opinion, the validity time is closely related to the output information of the model. So far, following information were agreed as output of AI/ML-based network energy saving use case:
· Energy saving strategy, such as recommended cell activation/deactivation. 

· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy efficiency

· Predicted energy state (e.g., active, high, low, inactive)

Validity time can be used to indicate the execution time of the energy saving strategies based on predictions of network node, for instance the time when candidate cells perform activation or deactivation, UE can return to the source RAN node after the validity time expires, or the network can restore the initial configuration after the validity time. Based on the predictions, validity time is used to represent the time period which the predicted energy saving strategy will last, or the optimal time period for inferring the results. During the valid time, a RAN node can refuse to make or receive other decisions, which helps to avoid conflicts of energy-saving decisions among local and adjacent nodes.
Proposal 3: We should accept validity time of the predicted energy saving decisions as an output information and remove the FFS. 
Proposal 4: Agree the corresponding TP in the Annex.
3. Conclusion

It is proposed to approve the following proposals:

Proposal 1: Add gNB-CU to the gNB node block of the existing signaling flowchart to complete the description of all AI/ML-based energy-saving solutions. 

Proposal 2: there is no need to add the Accept/ reject of offloading plan by neighboring RAN nodes as input, and the relevant FFS in TP should be removed.

Proposal 3: We should accept validity time of the predicted energy saving decisions as an output information and remove the FFS. 
Proposal 4: Agree the corresponding TP in the Annex.
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5.1.2.2
Model Training at OAM and Model Inference at NG-RAN

In this solution, NG-RAN makes energy decisions using AI/ML model trained from OAM. 
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Figure 5.1.2.1-1. Model Training at OAM, Model Inference at NG-RAN
Step 1: NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.

Step 2: The UE collects the indicated measurement, e.g. UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.

Step 3: The UE sends measurement report message to NG-RAN node 1.

Step 4: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 (assumed to have an AI/ML model optionally) also sends input data for Model Training to OAM.

Step 5: Model Training at OAM. Required measurements are leveraged to train AI/ML models for network energy saving.

Step 6: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.

Note: This step is out of RAN3 Rel-17 scope.
Step 7: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 
Step 8: UE sends UE measurement report to NG-RAN node 1. 
Step 9: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output(s) (e.g. energy saving strategy, handover strategy, etc). 

Step 10: NG-RAN node 1 sends Model Performance Feedback to OAM if applicable.

Note: This step is out of RAN3 scope.
Step 11: NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.

Step 12: NG-RAN node 2 provides feedback to OAM.

Step 13: NG-RAN node 1 provides feedback to OAM.

5.1.2.3
Model Training and Model Inference at NG-RAN

In this solution, NG-RAN is responsible for model training and generates energy saving decisions. 
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Figure 5.1.2.2-1. Model Training and Model Inference at NG-RAN

Step 1: NG-RAN node 1 configures the measurement information on the UE side and sends configuration message to UE to perform measurement procedure and reporting.

Step 2: The UE collects the indicated measurement, e.g. UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.

Step 3: The UE sends measurement report to NG-RAN node 1 including the required measurement result.

Step 4: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model training of AI/ML-based network energy saving. 

Step 5: NG-RAN node 1 trains AI/ML model for AI/ML-based energy saving based on collected data. NG-RAN node 2 is assumed to have AI/ML model for AI/ML-based energy saving optionally, which can also generate predicted results/actions.

Step 6: NG-RAN node 2 sends the required input data to NG-RAN node 1 for model inference of AI/ML-based network energy saving. 

Step 7: UE sends UE measurement report to NG-RAN node 1. 

Step 8: Based on local inputs of NG-RAN node 1 and received inputs from NG-RAN node 2, NG-RAN node 1 generates model inference output (e.g. energy saving strategy, handover strategy, etc). 

Step 9: NG-RAN node 1 may select the most appropriate target cell for each UE before it performs handover, if the output is handover strategy.

Step 10: NG-RAN node 2 provides feedback to NG-RAN node 1.

5.1.2.4
Input of AI/ML-based Network Energy Saving

To predict the optimized network energy saving decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:

Input Information from Local node: 
· UE mobility/trajectory prediction

· Current/Predicted Energy efficiency
· Current/Predicted resource status
Input Information from UE:

-      UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available

· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
Input from neighbouring NG-RAN nodes:
· Current/Predicted energy efficiency
· Current/Predicted resource status
· Current energy state (e.g., active, high, low, inactive)
· 
If existing UE measurements are needed by a gNB for AI/ML-based network energy saving, RAN3 shall reuse the existing framework (including MDT and RRM measurements). 
5.1.2.5
Output of AI/ML-based Network Energy Saving

AI/ML-based network energy saving model can generate following information as output:

· Energy saving strategy, such as recommended cell activation/deactivation. 

· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy efficiency
· Predicted energy state (e.g., active, high, low, inactive)
· Validity time of the predicted energy saving decisions
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