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 Introduction

In last few RAN3 meetings, we have discussed mobility between MBS supporting nodes, and we have achieved the following progress:
RAN3# 114-e
After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.

To support PDCP SN sync, support alt 2 (PDCP SN Sync for a common CU-UP) in Rel-17.

To support PDCP SN sync, support alt 1 (PDCP SN Sync among RAN nodes with different CU-UP) in Rel-17.

Compromised WF:

Continue the discussion on both Alt1 and Alt2 solutions together in the next meeting
RAN3#114bis-e:

Introduce a new 32bits “MBS QFI SN” in 38.415.

CN shall include the MBS QFI SN for all the Qos flows for MBS services.

Sync in terms of QoS flow to MRB mapping among NG-RAN nodes is achieved by network implementation.

Support data forwarding, and network decides whether applying data forwarding or not.

Make the decision on data forwarding, to be continued…
In this paper, we provide our view to the two alternatives.

Solution 1: PDCP SN Sync among RAN nodes with different CU-UP in Rel-17.

Solution 2: PDCP SN Sync for a common CU-UP in Rel-17.

 Discussion

 Alt 1: PDCP SN Sync among RAN nodes with different CU-UP

The key issue here is whether to have data forwarding.
For real time data delivery (e.g., real time audio or video). As required by SA1 on the deployment scenarios, the transmission gap among RAN nodes will be in control, e.g., in 20ms, to avoid user perceptible QoS denigration. Limiting the transmission gap within 20ms is good to achieve the SLA operators promises. In such scenarios, data buffering solution seems promising: the whole buffer size required for such kind of service won't be large. Compared to data forwarding solution, it can be a affordable, scalable, and of less signaling overhead. In such case data forwarding wins from engineering perspective.

In case of buffered streaming or file delivery with long PDB value, the HO'd UE might be the first UE to the target which has no Multicast session established yet. Therefore even the earliest buffered packet data won't catch up with UE's reception progress, which might result in data loss. However, it is also suggested that for such buffer type application, there can be also application layer error correction, which should be common in some buffered streaming services with long PDB value.

Moreover, target node is always able to establish Multicast session resources earlier than legacy path switch (i.e., the same function to establish unicast session resources), therefore network is able to buffer the MBS data in advance.
After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.

If both source and target are able to store the session data based on the QoS requirements, i.e., the PDB value in QoS profile, data forwarding is not needed.
The timing of target gNB, e.g., before target gNB issuing the HO Ack or after UE successfully accesses to the target gNB, depends on target gNB decisions.

RAN nodes may decide the MBS session data buffer management and discarding based on its implementation (e.g., QoS information).

No data forwarding for NR MBS HO is needed.

 Alt 2: PDCP SN Sync for a common CU-UP

The benefit of common CU-UP is two folded:

a shared N3 tunnel for more than one gNB that are distributing the same MBS session data.
a single stack of protocol entity to deal with the same MBS session data, which is more resource efficient of course, e.g., single PDCP entity functions, single set of buffer, and single set of ROHC functions. However, to achieve a single stack of protocol, it requires that the QoS flow to MRB mapping rules are aligned between different gNBs with different CU-CPs. In the legacy way, however is stopping us to have the benefit:
TS 38.401

For NG-RAN, the gNB-CU-CP decides flow-to-DRB mapping and sends the generated SDAP and PDCP configuration to the gNB-CU-UP.
Assume in this case: multiple CU-CP connects to one common CU-UP, there needs to be conflicts resolution in case different CU-CP configures different E1AP configurations to the common CU-UP:

CUCP1 might configure the common UP with one possible set of MRB configurations through E1 interface between CUCP1 and common UP.

CUCP2 might issue another set of MRB configuration through E1 interface between CUCP2 and common UP. However, the set of MRB configuration can be different from CUCP1 and CUCP2.
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Figure 3: More than 1 CUCP in control of one common UP

One possible way out is, the common UP acts as the coordination point, to relay the MRB configuration among possibly multiple CUCPs, e.g., CUCP1 and CUCP2. Compared to other possible coordination methods (say, based Xn or even NG-C), E1 solution is the one with minimum spec impacts, e.g., the UP entity is able to inform CUCP about the MRB configurations in the MRB context setup response. That is to say, the MRB configuration in the MRB SETUP RESPONSE can be different from the required MRB SETUP REQUEST.
The common UP is able to inform the CUCP about the MRB configuration in the MRB context setup response that is different from MRB configuration in the required MRB Setup request.
Agree the TP in following sections.
 Conclusion
We have following observations and conclusion:
Proposal 1
The timing of target gNB, e.g., before target gNB issuing the HO Ack or after UE successfully accesses to the target gNB, depends on target gNB decisions.

Proposal 2
RAN nodes may decide the MBS session data buffer management and discarding based on its implementation (e.g., QoS information).

Proposal 3
No data forwarding for NR MBS HO is needed.

Proposal 4
The common UP is able to inform the CUCP about the MRB configuration in the MRB context setup response that is different from MRB configuration in the required MRB Setup request.

Proposal 5
Agree the TP in following sections.

 TP to 38300
Next change
16.x.5
Mobility

Editor’s Note: Mobility aspects to be covered here.

16.x.5.1
General

Mobility principles builds on existing functionality including functions described in section 9.2. 
16.x.5.2
Multicast Mobility from MBS supporting cell to MBS supporting cell

During handover preparation phase, the source NG-RAN node transfers to the target NG-RAN node in the UE context information about the MBS sessions the UE has joined. For each Multicast session with ongoing user data transmission for which no MBS Session Resources exist at the target NG-RAN node, the target NG-RAN node triggers the setup of MBS user plane resources towards the 5GC. After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.     

During handover execution, the MBS configuration decided at target NG-RAN node is sent to the UE via the source NG-RAN node within an RRC container (FFS) as specified in TS 38.331 [12].  
Data forwarding is not needed for NR MBS. RAN nodes may schedule and discard the MBS data packet based on the QoS requirements of the MBS session.
 TP to 38463

Next change
8.x.1
MRB Context Setup

8.x.1.1
General

The purpose of the MRB Context Setup procedure is to allow the gNB-CU-CP to establish a bearer context in the gNB-CU-UP. The procedure uses MBS-associated signalling.
8.x.1.2
Successful Operation
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Figure 8.x.1.2-1: Bearer Context Setup procedure: Successful Operation.

The gNB-CU-CP initiates the procedure by sending the MRB CONTEXT SETUP REQUEST message to the gNB-CU-UP. If the gNB-CU-UP succeeds to establish the requested resources, it replies to the gNB-CU-CP with the BEARER CONTEXT SETUP RESPONSE message.

The gNB-CU-UP shall report to the gNB-CU-CP, in the BEARER CONTEXT SETUP RESPONSE message, the result for all the requested resources in the following way:

-
A list of MBS Session Resources which are successfully established shall be included in the MBS Session Resource Setup List IE;

-
A list of MBS Session Resources which failed to be established shall be included in the MBS Session Resource Failed List IE;

-
For each established MBS Session Resource, a list of MRBs which are successfully established shall be included in the MRB Setup List IE;

-
For each established MBS Session Resource, a list of MRBs which failed to be established shall be included in the DRB Failed List IE;

-
For each established MRB, a list of QoS Flows which are successfully established shall be included in the Flow Setup List IE;

-
For each established MRB, a list of QoS Flows which failed to be established shall be included in the Flow Failed List IE;
In case of common gNB-CU-UP for one MBS for different gNB-CU-CP, 
-
gNB-CU-UP might allocate the same UP resources for one MBS and a set of MRBs.

-
if the UP resources have been allocated for one MBS, the common gNB-CU-UP might acknowledge the MRB CONTEXT SETUP REQUEST with the allocated UP resources configuration within the MRB CONTEXT SETUP RESPONSE.
9.2.x
MRB Context Management messages

9.2.x.1
MRB CONTEXT SETUP REQUEST

This message is sent by the gNB-CU-CP to request the gNB-CU-UP to setup MRB context. 

Direction: gNB-CU-CP ( gNB-CU-UP

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU-CP UE E1AP ID
	M
	
	9.3.1.4
	
	YES
	reject

	MBS DL Aggregate Maximum Bit Rate
	M
	
	Bit Rate 9.3.1.20
	
	YES
	reject

	Serving PLMN
	M
	
	PLMN Identity 

9.3.1.7
	
	YES
	ignore

	Activity Notification Level
	M
	
	9.3.1.67
	
	YES
	reject

	MBS Inactivity Timer
	O
	
	Inactivity Timer 

9.3.1.54
	Included if the Activity Notification Level is set to UE. 
	-
	-

	Bearer Context Status Change
	O
	
	ENUMERATED (Suspend, Resume, …)
	Indicates the status of the Bearer Context
	YES
	reject

	MBS Session Resource To Setup List
	M
	
	9.3.3.x
	
	YES
	reject

	MBS ID
	O
	
	TBD
	
	YES
	ignore

	gNB-DU ID
	O
	
	9.3.1.65
	Included whenever it is known by the gNB-CU-CP 
	YES
	ignore

	gNB-CU-UP UE E1AP ID
	O
	
	9.3.1.5
	
	YES
	ignore


9.2.x.2
MRB CONTEXT SETUP RESPONSE

This message is sent by the gNB-CU-UP to confirm the setup of the requested bearer context.  

Direction: gNB-CU-UP ( gNB-CU-CP

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU-CP MBS E1AP ID
	M
	
	9.3.1.x
	
	YES
	reject

	gNB-CU-UP MBS E1AP ID
	M
	
	9.3.1.x
	
	YES
	reject

	MBS Session Resource Setup List
	M
	
	9.3.3.y
	
	YES
	reject

	MBS Session Resource Failed List
	O
	
	9.3.3.z
	
	YES
	reject


Annex/collection of RAN3 agreements on mobility
22.3. Mobility with Service Continuity for UEs in RRC_CONNECTED State

Prioritize work on support of mobility scenarios of UEs moving from a cell with established MBS session resource to another cell with established or to be established MBS session resource.

For the prioritized scenario, intra-CU mobility and Xn/NG based inter-gNB mobility will be considered.

WA: the UE Context to be transferred to the target gNB contains information about the MBS Session(s) the UE joined. Details are FFS.

Xn Handover Request and the NG Handover Request message should contain MBS context information for the UE

The F1AP UE context should contain MBS context information

The MBS configuration decided at target gNB is sent to the UE via the source gNB (details e.g. RRC container etc. pending RAN2 progress)

WA: In RRC_CONNECTED state, the MBS multicast tree is updated between the gNB and the MB-UPF at least for the first UE joining an MBS multicast session at a gNB. Similarly, the MBS multicast tree is updated between the target gNB and the MB-UPF at least for the first UE requesting an MBS multicast session and accepted into the target gNB.
22.3.1. Mobility Between MBS Supporting Nodes

For multicast, NR MBS shall provide means for minimization of data loss during mobility

For multicast, in order to allow the UE to detect loss of data or duplication of data, RAN3 shall continue discussing solutions to support alignment of PDCP SNs in between gNBs. 

Xn Handover Request and NG Handover Request message contain MBS context information for the UE.

MBS context information within the UE context shall contain all MBS multicast session information the UE has joined.

The MBS configuration decided at target gNB is sent to the UE via the source gNB (details e.g. RRC container etc. pending RAN2 progress).

RAN3 will work on concepts to enable coordinated assignment of PDCP SNs to MBS user data packets within a gNB and between gNBs (to be coordinated with RAN2 if needed). Details FFS.

Source and target gNBs derive synchronized PDCP SN from sequence number and the solution is FFS.

After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.

To support PDCP SN sync, support alt 2 (PDCP SN Sync for a common CU-UP) in Rel-17.

To support PDCP SN sync, support alt 1 (PDCP SN Sync among RAN nodes with different CU-UP) in Rel-17.

RAN3#114bis-e:

PDCP SN sync based on per QoS flow SN (FFS to define a new 32-bit SN or reuse existing per QoS Flow QFI sequence number in GTP-U header).
Liaise SA2 on RAN3 status on data forwarding between MBS supporting nodes.

The deployment of alternatives 1 and 2 for PDCP SN sync is not mutually exclusive (no need for any specification text).

it is up to RAN implementation on whether the alternatives 1 and 2 for PDCP SN sync are applied to Broadcast session.

Indicate target RAN node about the activation/deactivation status of the Multicast session in the XnAP: HANDOVER REQUEST. LS SA2 about RAN3 understanding of the Xn impacts on Multicast status indication. 

Introduce a new 32bits “MBS QFI SN” in 38.415.

CN shall include the MBS QFI SN for all the Qos flows for MBS services.

Sync in terms of QoS flow to MRB mapping among NG-RAN nodes is achieved by network implementation.

Support data forwarding, and network decides whether applying data forwarding or not.

Make the decision on data forwarding, to be continued…
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