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1 Introduction

In last several meetings, the general procedure and input/output/feedback information of model have been defined. 
In this contribution, based on the current progress, the corresponding standard impact for energy saving is analyzed.

2 AI/ML based Network Energy Saving
Energy saving strategy and handover strategy are the two of the outputs of AI/ML based energy saving model. In detail, AI/ML model generates the cell switch-off decision with the predicted load transferring/offloading action for a time point/period for future. For example, a node predicts it will be shut down in a few minutes and needs to transfer a certain amount of load to a neighbor node. The node can exchange such predicted offloading plan with its neighbors to confirm in advance to avoid local overload and handover ping-pong. If the target neighbor node can not accept the load, the node can make other proper candidate plans to guarantee the successful handover/transferring. Thus, accept/reject of offloading plan is beneficial for UE performance and load balancing after energy saving action. But it should be the standard impact instead of the input from neighbour nodes.
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Figure 1: Predicated offloading plan exchange
Proposal 1: 
For AI/ML based network energy saving, “accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons” is one of the standard impacts instead of the input from neighbor node.
The validity time is to indicate the applicative time for the results obtained from AI/ML model. We need to know when the predicted value is for. Without such information, the results may not benefit to the RAN if applying it to a misplaced time. The validity time might be a time period or time point for predicted energy saving decision. Only when the decision would be done in the determined time, the function is valuable. For example, it may lead to a disaster to execute in advance such as connection lost for UEs or local overload. So it is better to set the validity time as additional information along with the predicted energy saving decision, where the validity time should be defined as “best time period or time point”.

Proposal 2: 
For AI/ML based network energy saving, it is better to set “validity time” (i.e. “best time period or time point” for the inference result) as additional information for predicted energy saving decision.
As one of the output data of AI/ML model inference, the energy saving strategy can be the action for a time point/period for future. For example, a node predicts it will be switched off in one minute. The node can exchange such predicted energy saving strategy (such as predicted cell activation/deactivation decision) with its neighbors to inform the action plan in advance, so the neighbor cells can take it as reference information to make proper decision (such as UE handover, load transferring, switch on/off and so on) to avoid the unnecessary handover, handover ping-pong, switch-off/on ping-pong, local overload etc. Hence, it is beneficial for maintaining the network stability and user experience.
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Figure 2: Predicated energy saving strategy exchange
Proposal 3: 
For AI/ML based network energy saving, the predicated energy saving strategy (e.g. predicted cell activation/deactivation decision) can be exchanged with neighbor cells to provide reference information for optimization decisions (e.g. handover, load balancing, energy saving, etc.).
3 Conclusion

RAN3 is requested to discuss and if possible agree on the following proposals:
Proposal 1: 
For AI/ML based network energy saving, “accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons” is one of the standard impacts instead of the input from neighbor node.
Proposal 2: 
For AI/ML based network energy saving, it is better to set “validity time” (i.e. “best time period or time point” for the inference result) as additional information for predicted energy saving decision.
Proposal 3: 
For AI/ML based network energy saving, the predicated energy saving strategy (e.g. predicted cell activation/deactivation decision) can be exchanged with neighbor cells to provide reference information for optimization decisions (e.g. handover, load balancing, energy saving, etc.).
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5 Appendix A: Text Proposal for AI/ML based Network Energy Saving
The following standard impact for AI/ML-based energy saving should be captured in the TR 37.817:
5.1.2
Solutions and standard impacts

5.1.2.4
Input of AI/ML-based Network Energy Saving

To predict the optimized network energy saving decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:

Input Information from Local node: 
· UE mobility/trajectory prediction

· Current/Predicted Energy efficiency
· Current/Predicted resource status
Input Information from UE:

· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available

· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements

Input from neighbouring NG-RAN nodes:

· Current/Predicted energy efficiency
· Current/Predicted resource status

· Current energy state (e.g., active, high, low, inactive)

· 
If existing UE measurements are needed by a gNB for AI/ML-based network energy saving, RAN3 shall reuse the existing framework (including MDT and RRM measurements). 
1 5.1.2.5
Output of AI/ML-based Network Energy Saving

AI/ML-based network energy saving model can generate following information as output:

· Energy saving strategy, such as recommended cell activation/deactivation. 

· Handover strategy, including recommended candidate cells for taking over the traffic
· Predicted energy efficiency

· Predicted energy state (e.g., active, high, low, inactive)

· Validity time of the predicted energy saving decisions

2 5.1.2.6
Feedback of AI/ML-based Network Energy Saving

To optimize the performance of AI/ML-based network energy saving model, following feedback can be considered to be collected from NG-RAN nodes:

· Resource status of neighbouring NG-RAN nodes

· Energy efficiency 

· UE performance affected by the energy saving action (e.g. handed-over UEs), including bitrate, packet loss, latency. 

· System KPIs (e.g. throughput, delay, RLF of current and neighboring NG-RAN node)

3 5.1.2.7
Standard Impact

Potential Xn interface impact:

· New signalling procedure or enhanced existing procedure to collect the input data information 

· Predicted energy efficiency between neighboring NG-RAN nodes and source NG-RAN node
· Predicted resource status between neighboring NG-RAN nodes and source NG-RAN node
· New signalling procedure or enhanced existing procedure to retrieve feedback information
· Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons from neighboring NG-RAN node to a NG-RAN node.
· Predicted energy saving decision from a NG-RAN node to neighbor NG-RAN node.
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