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1	Introduction
In last RAN3#114bis E-meeting, it was further discussed the potential standards impact for the use case of AI based Load Balancing on existing nodes, functions, and interfaces, and the updated TR was endorsed [1]. 
There are still some open issues which have not been agreed due to the limited time. This contribution will address these remaining issues. 
2	Discussion
1) Locations for AI/ML Model Training and AI/ML Model Inference
In this section, there is one FFS about other possible locations of the AI/ML Model Inference. That is, for CU/DU split architecture, whether following solutions for AI/ML based load balancing are considered:
- AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-DU. 
- AI/ML Model Training is located in the gNB-CU and AI/ML Model Inference is located in the gNB-DU.
During the related email discussion in last RAN3#114bis E-meeting [2], some companies think that load prediction at the gNB-CU are sufficient and better than at the gNB-DU and also ensure solution simplicity. Also, some companies would like to keep the solutions simple so that we can finalize the study on time, and limiting inference to the CU seems to be sufficient for the time being.
Since this is the last meeting to close the SI, it makes sense not to introduce this new solution at this stage.
Proposal 1: Not to consider other possible locations of the AI/ML Model Inference at Rel-17.  

2) Input Information:
In this section, there is one Editor’s Note about FFS on other input information required for AI/ML-based load balancing:
Editor’s Note: FFS other input information required for AI/ML-based load balancing
It is noted that during the related email discussion in last RAN3#114bis E-meeting [2], we had sufficient discussion on the input information from local node, UE, as well as neighbour NG-RAN Nodes, and only the “UE traffic information (e.g. packet size, packet delay, next packet arrival time)” did not achieve consensus due to only 4/13 companies support. Some companies deemed that information on UE traffic may be useful but we don’t need to involve UE for that. Maybe it can get retrieved at the network side. Therefore, it is proposed to not to consider other input information for AI-based load balancing, and remove the Editor’s Note.
Proposal 2: Not to consider other input information for AI-based load balancing, and remove the Editor’s Note.

3) Output data
In this section, there are two FFSes as follows:
AI/ML-based load balancing model can generate following information as output:
· Selection of target cell for mobility load balancing 
· Predicted own resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Predicted resource status information signalled from neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Validity time for the Model Inference output predictions. FFS whether validity time is applied to all outputs produced by the Model Inference function.
· The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)
Editor’s Note: FFS other output information expected from AI/ML-based load balancing.
As for the Validity time for the Model Inference output predictions, during the related email discussion in last RAN3#114bis E-meeting [2], companies think that depends on the type of output. If the output is load prediction, validity time is needed, and if it is load balancing strategy, there is no need to have such validity time since the strategy would be executed immediately upon the strategy is made. Therefore, the validity time is needed at least for load prediction produced by the Model Inference function.
Proposal 3: Validity time is applied to load prediction produced by the Model Inference function.
As for other output information, we don’t think it is necessary, and it is proposed to remove the related Editor’s Note.
Proposal 4: Not to consider other output information for AI-based load balancing, and remove the Editor’s Note.
4) Feedback of AI/ML-based Load Balancing
In this section, there is one Editor’s Note as follows:
Editor’s Note: FFS other feedback expected from AI/ML-based load balancing
In our understanding, current feedback information is sufficient and we can remove the Editor’s Note.
Proposal 5: Not to consider other feedback expected from AI/ML-based load balancing, and remove the Editor’s Note.
5) Standard impacts
In this section, there are three FFSes as follows:
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.   
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
…
Potential interface impacts:
· (FFS) MDT/RRM enhancement in order to collect consecutive UE information.
· New or enhanced existing signaling procedure to request/retrieve predicted resource status information from neighbouring nodes via Xn interface.
· New or enhanced existing signaling procedure to request/retrieve predicted load balancing strategy information from neighbouring nodes via Xn interface.
· New or enhanced existing procedure to request/retrieve feedback information via Xn interface.
As for the detailed procedure for a gNB can request load predictions from a neighbouring node, it should be discussed during the normative work phase. 
Proposal 6: Remove the FFS on details of procedure for a gNB requesting load predictions from a neighbouring node.
For the second and third FFS, both whether new UE measurements are needed and MDT/RRM enhancement in order to collect consecutive UE information, need the involvement of RAN2, but during the SI phase RAN2 has no related discussion. Therefore, we propose to remove the two FFS and leave them to normative work phase.
Proposal 7: Remove the FFS on whether new UE measurements are needed, to be discussed during normative work.
Proposal 8: Remove the FFS on “MDT/RRM enhancement in order to collect consecutive UE information”.

6) Input to TR conclusion
Since Load Balancing has been selected as one of the highest priority use cases on the first related RAN3 e-meeting, and it seems that the use case description and solution are approaching complete. Therefore, it is proposed to use the SI discussion as the basis for normative work on AI based Load Balancing use case.
Proposal 9: Consider AI based Load Balancing use case as baseline for normative work.

Proposal 10:  RAN3 to agree on provided TP on remaining issues for AI based Load Balancing use case.

3	Summary
This contribution addressed the open issues for AI based Load Balancing, and made following proposals:
Proposal 1: Not to consider other possible locations of the AI/ML Model Inference at Rel-17.  
Proposal 2: Not to consider other input information for AI-based load balancing, and remove the Editor’s Note.
Proposal 3: Validity time is applied to load prediction produced by the Model Inference function.
Proposal 4: Not to consider other output information for AI-based load balancing, and remove the Editor’s Note.
Proposal 5: Not to consider other feedback expected from AI/ML-based load balancing, and remove the Editor’s Note.
Proposal 6: Remove the FFS on details of procedure for a gNB requesting load predictions from a neighbouring node.
Proposal 7: Remove the FFS on whether new UE measurements are needed, to be discussed during normative work.
Proposal 8: Remove the FFS on “MDT/RRM enhancement in order to collect consecutive UE information”.
Proposal 9: Consider AI based Load Balancing use case as baseline for normative work.
Proposal 10:  RAN3 to agree on provided TP on remaining issues for AI based Load Balancing use case.
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Appendix A - TP to TR 37.817 for Load Balancing use case
***************************************************Start of change***********************************************************
[bookmark: _Toc94450710]5.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
[bookmark: _Toc94450711]5.2.2.1 Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.
Other possible locations of the AI/ML Model Inference are FFS.  
[bookmark: _Toc94450712]5.2.2.2 AI/ML Model Training in OAM and AI/ML Model Inference in a NG-RAN node
[bookmark: _Hlk89677789]A high-level signalling flow for the AI/ML use case related to Load Balancing with Model Training in OAM and Model Inference in NG-RAN is shown in Figure 5.2.2-1 below.


 Figure 5.2.2-1 Model Training at OAM, Model Inference at NG-RAN
Step 0:  NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information, such as predicted resource status, etc.
Step 1: The NG-RAN node 1 requests the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects and reports to NG-RAN node 1 requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 3: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 also sends input data for Model Training to OAM.
Step 4: AI/ML Model Training is located at OAM. The required measurements are leveraged to train the AI/ML models for load balancing.
Step 5: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node is allowed to continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 Rel-17 scope.
Step 6: The UE collects and reports to NG-RAN node 1 requested measurements or location information.
Step 7: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for load balancing model inference.
Step 8: NG-RAN node 1 performs Mobility Load Balancing predictions (e.g. for cells of NG-RAN node 1).
Step 9. The NG-RAN 1 sends the model performance feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 10: NG-RAN nod 1 executes Mobility Load Balancing actions and UEs are moved from NG-RAN node 1 to NG-RAN node 2.
Step 11: NG-RAN node 1 and NG-RAN node 2 send feedback information to OAM.
[bookmark: _Toc94450713]5.2.2.3 AI/ML Model Training and AI/ML Model Inference in a NG-RAN node
A high-level signalling flow for the AI/ML use case related to Load Balancing with Model Training and Model Inference in a NG-RAN node is shown in Figure 5.2.2-2 below.

[image: ]
Figure 5.2.2-2: Model Training and Model Inference in a NG-RAN node 
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information, such as predicted resource status, etc.
Step 1: The NG-RAN node 1 requests UE to provide measurements and/or location information(e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects and reports to NG-RAN node 1 the requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 3: The NG-RAN node 1 requests the neighbouring NG-RAN node 2 the input information for load balancing model training.
Step 4: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for load balancing model training.
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements are leveraged to train the AI/ML model. 
Steps6: NG-RAN node 1 receives UE measurements and/or location information.
Step7: NG-RAN node 1 can receive from the neighbouring NG-RAN node 2 the input information for load balancing model inference. 
Step 8: NG-RAN node 1 performs Mobility Load Balancing predictions (e.g., for cells of NG-RAN node 1).
Step 9: NG-RAN node 1 takes Mobility Load Balancing decision and UEs are moved from NG-RAN node 1 to NG-RAN node 2.
Step 10: NG-RAN node 2 sends feedback information to NG-RAN node 1 (e.g. resource status updates after load balancing, etc). 

5.2.2.4	Input of AI/ML-based Load Balancing
To predict the optimized load balancing decisions, NG-RAN may need following information as input data for AI/ML-based load balancing:
From the local node:
· Own resource status information (e.g. per cell, per SSB Area): e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP
· Predicted own resource status information: e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP
· UE trajectory prediction
From the UE:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE Radio Measurements, e.g., RSRP, RSRQ, SINR
· UE Mobility History Information
From neighbour NG-RAN Nodes:
· Neighbour resource status information (e.g. per cell, per SSB Area): it may include, e.g., some or all of the resource information in current Xn: Resource Status Update procedure
· Predicted neighbour resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· UE performance measurement at traffic offloaded neighbour cell
Editor’s Note: FFS other input information required for AI/ML-based load balancing.

5.2.2.5	Output of AI/ML-based Load Balancing
AI/ML-based load balancing model can generate following information as output:
· Selection of target cell for mobility load balancing 
· Predicted own resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Predicted resource status information signalled from neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Validity time for the Model Inference output of load predictions. FFS whether validity time is applied to all outputs produced by the Model Inference function.
· The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)
· 
Editor’s Note: FFS other output information expected from AI/ML-based load balancing.

5.2.2.6	Feedback of AI/ML-based Load Balancing
To optimize the performance of AI/ML-based load balancing model, following feedback can be considered to be collected from NG-RAN nodes:
· UE performance information from target NG-RAN (for those UEs handed over from the source NG-RAN node)
· Resource status information updates from target NG-RAN
· System KPIs (e.g., throughput, delay, RLF of current and neighbours)

Editor’s Note: FFS other feedback expected from AI/ML-based load balancing
5.2.2.7	Standard impacts
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure to be discussed during the normative phaseare FFS.   
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
To increase the awareness of the traffic dynamics and enable more improved traffic steering decisions it is possible to complement load measurements currently exposed over RAN interfaces with information related to predicted load from neighbouring RAN nodes as well as UE measurements and information.
· An NG-RAN node can also predict its own load. This can be achieved by considering the own load and load information received from neighbour RAN nodes. Load predictions can be signalled between RAN nodes. 
· An NG-RAN node can also derive load prediction using UE measurements and information, for example MDT and RRM measurements, or UE location information (e.g. velocity, position). For the aspects concerning the configuration and the reporting of UE measurements and information the impacted protocol is RRC. RAN2 needs to be consulted for details during the normative phase. 
Signalling of information used to derive Model Inference outputs may be achieved over the Xn interface by reusing existing or new procedures.  The details are to be discussed during normative work.
Potential interface impacts:
· (FFS) MDT/RRM enhancement in order to collect consecutive UE information.
· New or enhanced existing signaling procedure to request/retrieve predicted resource status information from neighbouring nodes via Xn interface.
· New or enhanced existing signaling procedure to request/retrieve predicted load balancing strategy information from neighbouring nodes via Xn interface.
· New or enhanced existing procedure to request/retrieve feedback information via Xn interface.

***************************************************Start of change***********************************************************
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