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1. Introduction
The general principles and functional framework for data collection was discussed during RAN3#114bis-e. In R3-221058 [1], the summary of the offline discussion was presented. This paper tried to have further discussions on the remaining open issues.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
In the previous meeting, it was agreed that the details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope, which was also shown in current TR. The reason behind is that the AI/ML algorithms and models are implementation specific and as such the corresponding details of the AI/ML algorithms and models are various and software and hardware dependent, which is difficult to be standardized.
In addition, in last meeting, it was agreed that the Details of the Model Performance Feedback process are out of RAN3 scope. It was also due to the fact that the AI/ML algorithms and models are implementation specific. 
In our view, this principle should be also applied to the Model Deployment/Update. Therefore, we propose to update the note of the Model Deployment/Update that it is out of RAN3 scope by removing R17.
[bookmark: _Toc423019661][bookmark: _Toc423019946][bookmark: _Toc423020275][bookmark: _Toc423020292][bookmark: _Toc423020300]Update the NOTE of Model Deployment/Update with that it is out of RAN3 scope.
For the Model Performance Feedback, it may or may not be used as discussed in last meeting. For example, the performance monitoring of the trained and deployed ML model may be implemented in the Model Training, in which case the Model Performance Feedback from Model Inference to Model Training is not needed. In addition, in the use cases of energy saving, load balancing and mobility optimization, it was agreed that the procedure of Model Performance Feedback in the figures should be the dash line.
Therefore, we propose to update the Model Performance Feedback in the framework with dash line.
Update the Model Performance Feedback with dash line.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
Based on the discussion in this paper, we propose the following:
[bookmark: _Toc423020280]Proposal 1:	Update the NOTE of Model Deployment/Update with that it is out of RAN3 scope.
Proposal 2:	Update the Model Performance Feedback with dash line.
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Figure 4.2-1: Functional Framework for RAN Intelligence
This section introduces the common terminologies related to the functional framework for RAN intelligence illustrated in Figure 4.2-1. For the functions and data/information flows shown in the Figure 4.2-1, whether there is any standardization impact and what is the standardization impact are discussed in clause 5.
· Data Collection is a function that provides input data to Model training and Model inference functions. AI/ML algorithm specific data preparation (e.g., data pre-processing and cleaning, formatting, and transformation) is not carried out in the Data Collection function.  
Examples of input data may include measurements from UEs or different network entities, feedback from Actor, output from an AI/ML model.
· Training Data: Data needed as input for the AI/ML Model Training function.
· Inference Data: Data needed as input for the AI/ML Model Inference function.
· Model Training is a function that performs the ML model training, validation, and testing which may generate model performance metrics as part of the model testing procedure. The Model Training function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Training Data delivered by a Data Collection function, if required. 

· [bookmark: _Hlk87349515]Model Deployment/Update: Used to initially deploy a trained, validated, and tested AI/ML model to the Model Inference function or to deliver an updated model to the Model Inference function. 
· Note: Details of the Model Deployment/Update process as well as the use case specific AI/ML models transferred via this process are out of RAN3 Rel-17 study scope. The feasibility to single-vendor or multi-vendor environment has not been studied in RAN3 Rel-17 study.

· Model Inference is a function that provides AI/ML model inference output (e.g. predictions or decisions). Model Inference function may provide model performance feedback to Model Training function when applicable. The Model inference function is also responsible for data preparation (e.g. data pre-processing and cleaning, formatting, and transformation) based on Inference Data delivered by a Data Collection function, if required. 
· Output: The inference output of the AI/ML model produced by a Model Inference function. 
· Note: Details of inference output are use case specific. 
· Model Performance Feedback: It may be used for monitoring the performance of the AI/ML model.
· Note: Details of the Model Performance Feedback process are out of RAN3 scope.

· Actor is a function that receives the output from the Model inference function and triggers or performs corresponding actions. The Actor may trigger actions directed to other entities or to itself.
· Feedback: Information that may be needed to derive training or inference data or performance feedback.
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