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1	Introduction
After the last RAN3 #114bis-e meeting, some open points were captured in the Chairman’s notes to be addressed, namely:
Input information from the neighbouring RAN nodes: 
Predicted UE trajectory information from last serving cell
Predicted UE traffic information from last serving cell
Predicted achievable QoS parameters
UE unsuccessful handover information
Output information: 
Handover timing corresponding to each predicted cell 
UE traffic prediction 
Validity time for the Model inference output predictions if required
Feedback information:
UE Mobility/Trajectory from target NG-RAN
Standard impact:
Predicted UE trajectory info from source NG-RAN node to target NG-RAN node
Predicted UE traffic info from source NG-RAN node to target NG-RAN node
Furthermore, a few FFS points still remain in the existing TR. In this contribution, we address all the FFS aspects and further provide some editorial corrections in the TR. We also provide a way forward to Rel. 18 WI based on the learnings from this study.
2	Addressing remaining Open Points
In this section, we address some remaining open aspects with respect to input, output and feedback information as well as with respect to the envisioned standards impacts. We also provide a few comments on the flowcharts capturing the AI/ML mobility use case. 
2.1 Input information 
It remains an open point in the current TR whether more input from the UE is needed for AI/ML Mobility Optimization. We believe that we have captured all the needed input information from the UE and no further UE measurements are necessary. 
Proposal 1: Remove FFS on whether new UE measurements are needed from the TR.
Another FFS in the TR is related to whether UE Trajectory prediction is used internally by a node or whether it can be sent to a neighbour. Naturally, UE Trajectory prediction information can be used to identify the best neighbours for a Handover, i.e., to identify the best (Candidate) target gNB(s) a Handover Request will be sent to. 
Observation 1: UE Trajectory prediction information can be used at a source node to determine the best (Candidate) target gNB(s) to which a Handover Request can be sent.
Once those candidate targets are identified, there is no more need to forward UE Trajectory prediction further.
Proposal 2: A source node does not need to forward UE Trajectory prediction information to the selected candidate target gNBs once it has identified those. 
In addition, some proposals claim that the target gNB does not have sufficient UE information which makes it difficult for a target to proceed with proper resource reservation for the Handover. For that reason, it was proposed to utilize predicted UE traffic information in the Handover to help the target maintain the QoS for a given UE. It is unclear how “predicted” UE Traffic information during a Handover can be useful to the target as opposed to the actual UE Traffic information since a Handover takes place in a very brief time interval. Besides, existing handover mechanisms do not utilize any traffic information during Handover.  
Proposal 3: Do not consider further predicted UE Traffic Information from the last serving cell in the input.
Another open aspect is sending of predicted achievable QoS parameters from a candidate target gNB to a source gNB. In our view, since the source cannot know in advance the actual QoS performance that a given UE will observe at a target node such information received from the target gNB can be beneficial at the source. For example, it can provide the source with predictions on the degradation in performance that a UE may observe at a target node after a handover or a probability with which the QoS requirements of the UE’s PDU sessions will be violated after the handover. If such events have a high expectation, then the source may want to avoid a Handover to such target nodes.
Proposal 4: QoS performance predictions from target to source node can be sent as input information to AI/ML Mobility Optimization.
With respect to UE unsuccessful handover information input from a neighbouring NG-RAN node, this information may be included in the SON Reports, which are already agreed to be exchanged between neighbours, namely SON Reports of handovers that are successful, too-early, too-late, or handover to wrong cell. Therefore, this information doesn’t need to be separately exchanged. 

Observation 2: UE unsuccessful handover information can be captured inside SON Reports, that will be exchanged between neighbouring gNBs.
Proposal 5: There is no need to separately exchange UE unsuccessful handover information from a gNB to another.
In the current input information from the neighbouring RAN nodes, there exist some repetitions with respect to predicted resource status information. Specifically, in the TR there is agreed “Resource status and utilization prediction/estimation” and “Resource status prediction”. 

Proposal 6: Eliminate the duplicated information in the input from neighbouring NG-RAN nodes related to resource status prediction in the TR.
2.2. Output information 
With respect to output information, it remains an open point whether handover timing corresponding to each predicted cell is generated in the output of mobility optimization. Even though we have already captured in the agreements that handover execution timing for CHO is allowed to be sent in the output, in the current FFS, handover timing is meant for normal handover in the sense that the AI/ML model may also provide an indication when the handover should be performed based on the QoS requirements and channel condition of the user. In our view, introducing this timing information for normal handover could have detrimental effects if the predicted “timing” by the network is not accurate enough. Current, baseline operation allowing the UE to determine based on its radio conditions when to trigger the handover seems more appropriate. 
Proposal 7: There is no need to send in the output Handover timing information corresponding to each predicted cell in case of normal Handover. 
Another aspect that has been discussed in several meetings is that of validity time for predictions. Even though we have discussed validity time over several meetings, we haven’t captured its definition in the TR. Validity time seems to be a model specific parameter related to how long a prediction is valid. How it can be defined exactly is unclear:
· Is validity time a time instant in the horizon that a prediction is expected to be valid?
· Is validity time a time period/window inside which a prediction is valid? 
Different definitions of this time will affect the result of the prediction since the statistics of the predicted result depend on it. 
Observation 3: There doesn’t seem to exist a unique definition of what validity time means.
The problem is essentially to identify Model output validity. Model output validity though may not necessarily depend on time, but may depend on other information as well, e.g., related to the area where the prediction is made. 
Observation 4: Model output validity may depend on information other than time. 
Furthermore, defining a time of validity of a prediction may not be a simple task. It is perhaps more natural to assume that once a prediction becomes invalid, Model Inference sends a new prediction. 
Observation 5: A prediction can be assumed to be valid until a new prediction is sent.
It is therefore a bit ambiguous still how validity time can be used to indicate validity of Output information.
Proposal 8: Do not send a validity time in Model Inference Output. Model output validity can be discussed in normative phase per inference output.
Finally, we do not see the need to send UE traffic prediction in the output of ML Mobility Optimization. 
Proposal 9: Do not send UE Traffic predictions as an output of ML Mobility Optimization. 
2.3. Feedback information
Even though in our view UE Trajectory prediction information is used internally by a gNB, UE Trajectory information from neighbouring nodes can be useful an input to the Model Training functionality of a gNB in order to update and improve its own predicted UE Trajectory. In this sense UE Trajectory information plays the role of Feedback. 
Observation 6: Receiving UE Trajectory information from a neighbour can be useful feedback to a gNB in evaluating, updating and improving its estimate on its UE Trajectory prediction.
Proposal 10: Send UE Mobility/Trajectory information from target NG-RAN node to source NG-RAN node as feedback to improve Model Training for UE Mobility/Trajectory at the source.
Additionally, there is an open point on the network performance information details that can be sent as a Feedback from target to the source. There are several options on what network performance may mean. For instance network performance may be one of the following among others:
· Handover performance observed at the target
· Information on UE Configuration received by a UE or group of UEs at a Target node

Proposal 11: Performance information from a target NG-RAN node may include Handover performance observed at a target, UE Configuration received by a UE or a group of UEs at a target, etc.
2.4 Standards Impacts
Some editorial aspects exist in this section as the FFS on the details of the mobility feedback retrieval procedure is mentioned twice.
Proposal 12: Remove the FFS related to details of the mobility feedback procedure in the standards impact section since this is captured already in the potential Xn interface impact.  
As mentioned above, we do not support sending UE traffic information from last serving cell in the input. Furthermore, we do not support forwarding predicted UE Trajectory information from a source to a target. Based on these we propose the following:
Proposal 13: Remove the following from potential Xn interface impact: 
· FFS: Predicted UE trajectory info from source NG-RAN node to target NG-RAN node
· FFS: Predicted UE traffic info from source NG-RAN node to target NG-RAN node

2.5 Use Case Flowcharts
In Figure 5.3-1 when Training is in the OAM Feedback is sent to OAM after the Handover only from the source but not from the target node. We think that Feedback can be sent from both nodes and therefore we propose to introduce a second feedback arrow from NG-RAN node 2 to OAM.
Proposal 14: Introduce Feedback to OAM not only from NG-RAN node 1 but also from NG-RAN node 2.
3	Way Forward for Work Item Phase
In this Rel. 17 study, we have mainly focused on basic Handover and Conditional Handover. In our view, both of those scenarios are have been studied sufficiently and should be considered for the upcoming Rel.18 work.
Proposal 15: Consider both Normal Handover and Conditional Handover for the Rel.18 work.
During this study we have introduced new information that can be communicated to enable AI/ML in the RAN. A big part of this information is based on predictions, calculated at a gNB, e.g., resource status and utilization predictions. In our view, when applicable we should use legacy SON/MDT as a baseline in normative work. As an example, load predictions can be based on existing metrics used for load reporting such as CAC, PRB, etc. Furthermore, the prediction granularity for the load as defined in SON/MDT can be considered e.g., per SSB area, per cell, etc.. We believe that the already defined granularity is also supported when it comes to predictions of information.  
Proposal 16: Use existing SON/MDT procedures as a baseline when possible in normative work, i.e., use predictions of existing metrics (e.g., CAC, PRB) with their defined granularities (e.g., per SSB area, per cell).
Load related measurements can be reported per slice in Resource Status Reporting. Slice Available Capacity indicates the network resources on a slice in the Uplink and Downlink directions  Predicted load information could include slicing information so that reporting is on a per slice basis. Slicing enhancements have also been part of Rel-17. There are several possible ways forward on how to handle slicing information in this Rel.17 study and subsequent Rel.18 work.  
· Include in the scope of the study predictions of existing metrics that may be made on a per slice granularity and introduce in this way slicing aspects into the mobility use case. 
· Exclude slicing aspects completely from the study and possibly revisit those under a new use case covering slicing enhancements for a possible Rel.18 SI. 
 

Proposal 17:  RAN3 is invited to discuss and make a decision on the preferred way forward with respect to slicing information in the AI/ML Rel.17 study/Rel.18 work. 
1. Include in the scope of the study predictions of existing metrics that may be made on a per slice granularity and introduce in this way slicing aspects into the mobility use case. 
2. Exclude slicing aspects completely from the study and possibly revisit those under a new use case covering slicing enhancements for a possible Rel.18 SI. 
We have a preference to the first approach.

4	Conclusion
In this paper we made the following proposals and observations:
Proposal 1: Remove FFS on whether new UE measurements are needed from the TR.
Observation 1: UE Trajectory prediction information can be used at a source node to determine the best (Candidate) target gNB(s) to which a Handover Request can be sent.
Proposal 2: A source node does not need to forward UE Trajectory prediction information to the selected candidate target gNBs once it has identified those. 
Proposal 3: Do not consider further predicted UE Traffic Information from the last serving cell in the input.
Proposal 4: QoS performance predictions from target to source node can be sent as input information to AI/ML Mobility Optimization.
Observation 2: UE unsuccessful handover information can be captured inside SON Reports, that will be exchanged between neighbouring gNBs.
Proposal 5: There is no need to separately exchange UE unsuccessful handover information from a gNB to another.
Proposal 6: Eliminate the duplicated information in the input from neighbouring NG-RAN nodes related to resource status prediction in the TR.
Proposal 7: There is no need to send in the output Handover timing information corresponding to each predicted cell in case of normal Handover.
Observation 3: There doesn’t seem to exist a unique definition of what validity time means.
Observation 4: Model output validity may depend on information other than time. 
Observation 5: A prediction can be assumed to be valid until a new prediction is sent.
[bookmark: _Hlk95464120]Proposal 8: Do not send a validity time in Model Inference Output. Model output validity can be discussed in normative phase per inference output.
Proposal 9: Do not send UE Traffic predictions as an output of ML Mobility Optimization. 
Observation 6: Receiving UE Trajectory information from a neighbour can be useful feedback to a gNB in evaluating, updating and improving its estimate on its UE Trajectory prediction.
Proposal 10: Send UE Mobility/Trajectory information from target NG-RAN node to source NG-RAN node as feedback to improve Model Training for UE Mobility/Trajectory at the source.
Proposal 11: Performance information from a target NG-RAN node may include Handover performance observed at a target, UE Configuration received by a UE or a group of UEs at a target, etc.
Proposal 12: Remove the FFS related to details of the mobility feedback procedure in the standards impact section since this is captured already in the potential Xn interface impact.  
Proposal 13: Remove the following from potential Xn interface impact: 
· FFS: Predicted UE trajectory info from source NG-RAN node to target NG-RAN node
· FFS: Predicted UE traffic info from source NG-RAN node to target NG-RAN node
Proposal 14: Introduce Feedback to OAM not only from NG-RAN node 1 but also from NG-RAN node 2.
Proposal 15: Consider both Normal Handover and Conditional Handover for the Rel.18 work.
Proposal 16: Use existing SON/MDT procedures as a baseline when possible in normative work, i.e., use predictions of existing metrics (e.g., CAC, PRB) with their defined granularities (e.g., per SSB area, per cell).
Proposal 17:  RAN3 is invited to discuss and make a decision on the preferred way forward with respect to slicing information in the AI/ML Rel.17 study/Rel.18 work. 
1. Include in the scope of the study predictions of existing metrics that may be made on a per slice granularity and introduce in this way slicing aspects into the mobility use case. 
2. Exclude slicing aspects completely from the study and possibly revisit those under a new use case covering slicing enhancements for a possible Rel.18 SI. 
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[bookmark: _Toc94450716]5.3.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
[bookmark: _Toc94450717]5.3.2.1			Locations for AI/ML Model Training and AI/ML Model Inference
Considering the locations of AI/ML Model Training and AI/ML Model Inference for mobility solution, the following two options are considered: 
· The AI/ML Model Training function is deployed in OAM, while the Model Inference function resides within the RAN node 
· Both the AI/ML Model Training function and the AI/ML Model Inference function reside within the RAN node

Furthermore, for CU-DU split scenario, following option is possible:
· AI/ML Model Training is located in CU-CP or OAM, and AI/ML Model Inference function is located in CU-CP

Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.

[bookmark: _Toc94450718]5.3.2.2			AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node





                              Figure 5.3-1  AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
Step 0. NG-RAN node 2 is assumed to optionallymay have an AI/ML model, which can generate required input such as resource status and utilization prediction/estimation etc.
Step 1. The NG-RAN node configures the measurement information on the UE side and sends configuration message to UE including configuration information.
Step 2. The UE collects the indicated measurement, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3. The UE sends measurement report message to NG-RAN node 1 including the required measurement.
Step 4. The NG-RAN node 1 sends the input data for training to OAM, where the input data for training includes the required input information from the NG-RAN node 1 and the measurement from UE.
Step 5. The NG-RAN node 2 sends the input data for training to OAM, where the input data for training includes the required input information from the NG-RAN node 2. If the NG-RAN node 2 executes the AI/ML model, the input data for training can include the corresponding inference result from the NG-RAN node 2.Step 6. Model Training. Required measurements are leveraged to training AI/ML model for UE mobility optimization.
Step 7. OAM sends AI/ML Model Deployment Message to deploy the trained/updated AI/ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 Rel-17 scope.
[bookmark: OLE_LINK222][bookmark: OLE_LINK223]Step 8. The NG-RAN node 1 obtains the measurement report as inference data for UE mobility optimization.
Step 9. The NG-RAN node 1 obtains the input data for inference from the NG-RAN node 2 for UE mobility optimization, where the input data for inference includes the required input information from the NG-RAN node 2. If the NG-RAN node 2 executes the AI/ML model, the input data for inference can include the corresponding inference result from the NG-RAN node 2.
Step 10. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, e.g.  UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 11. The NG-RAN 1 sends the model performance feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 12. According to the prediction, recommended actions or configuration are executed for Mobility Optimization.
Step 13. The NG-RAN node 1, the target NG-RAN node (represented by NG-RAN node 2 of this step in the flowchart), and UE do the handover procedure to hand over UE from NG-RAN node 1 to the target NG-RAN node.
Step 14. The NG-RAN node 1 sends the feedback information to OAM.
Step 15. The NG-RAN node 2 sends the feedback information to OAM.

[bookmark: _Toc94450719]5.3.2.3			AI/ML Model Training and AI/ML Model Inference in a NG-RAN node



Figure 5.3-2: Model Training and Model Inference both located in RAN node
Step 0. NG-RAN node 2 is assumed to optionallymay have an AI/ML model, which can generate required input such as resource status and utilization prediction/estimation etc.
Step 1. NG-RAN node1 configures the measurement information on the UE side and sends configuration message to UE including configuration information.
Step 2. UE collects the indicated measurement, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3. UE sends measurement report message to NG-RAN node1 including the required measurement.
Step 4. The NG-RAN node 1 obtains the input data for training from the NG-RAN node2, where the input data for training includes the required input information from the NG-RAN node 2. If the NG-RAN node 2 executes the AI/ML model, the input data for training can include the corresponding inference result from the NG-RAN node 2.Step 5. Model training. Required measurements are leveraged to training AI/ML model for mobility optimization.
Step 6. NG-RAN node1 obtains the measurement report as inference data for real-time UE mobility optimization.
Step 7. The NG-RAN node 1 obtains the input data for inference from the NG-RAN node 2 for UE mobility optimization, where the input data for inference includes the required input information from the NG-RAN node 2. If the NG-RAN node 2 executes the AI/ML model, the input data for inference can include the corresponding inference result from the NG-RAN node 2.
Step 8. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, including e.g., UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc.
Step 9. According to the prediction, recommended actions are executed for Mobility Optimization. 
Step 10. The NG-RAN node 1, the target NG-RAN node (represented by NG-RAN node 2 of this step in the flowchart), and UE do the handover procedure to hand over UE from NG-RAN node 1 to the target NG-RAN node.
Step 11. The NG-RAN node 2 sends feedback information after mobility optimization action to the NG-RAN node 1.
Note: UE mobility information for training purposes is only sent to gNBs that request such information or when triggered.
[bookmark: _Toc94450720]5.3.2.4			Input data
The following data is required as input data for mobility optimization.
Input Information from the UE: 
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by Gnb implementation when available. 
· Radio measurements related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR
· UE historical serving cells and their locations
· Moving velocity


Input Information from the neighbouring RAN nodes: 
· UE’s successful handover information in the past and received from neighboring RAN nodes
· UE’s history information from neighbor
· Position, resource status, QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.)
· Resource status and utilization prediction/estimation
· SON Reports of handovers that are successful, too-early, too-late, or handover to wrong (sub-optimal) cell 
· Information about the performance of handed over Ues
· Resource status predictionPredicted achievable QoS parameters from target gNB to source gNB



Input Information from the local node: 
· UE trajectory prediction output (will be used by the RAN node internally)
· Local resource status prediction 
· Current/predicted UE traffic

If existing UE measurements are needed by a Gnb gNB for AI/ML-based mobility optimization, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.

[bookmark: _Toc94450721]5.3.2.5			Output data
· UE trajectory prediction (Latitude, longitude, altitude, cell ID of UE over a future period of time)
· Note:FFS whether the UE trajectory prediction is an internal output to the node hosting the Model Inference function
· Estimated arrival probability in CHO and relevant confidence interval
· Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication
· Priority, handover execution timing, predicted resource reservation time window for CHO

Model output validity can be discussed in normative phase per inference output.

5.3.2.6			Feedback
The following data is required as feedback data for mobility optimization.
· [bookmark: OLE_LINK2]QoS parameters such as throughput, packet delay of the handed-over UE, etc 
· Resource status information updates from target NG-RAN
· Performance information from target NG-RAN, e.g., Handover performance observed at a target, UE Configuration received by a UE or a group of UEs at a target, etc., FFS on performance information details
· UE Mobility/Trajectory from target NG-RAN


[bookmark: _Toc94450722]5.3.2.7			Standard impact
[bookmark: _Hlk95299126]To improve the mobility decisions at a Gnb gNB (GnbgNB-CU), a Gnb gNB can request mobility feedback from a neighbouring node. Details of the procedure are FFS.
· [bookmark: _Hlk87529397]Potential Xn interface impact:
· Predicted resource status info and performance info from candidate target NG-RAN node to source NG-RAN node
· New signaling procedure or existing procedure to retrieve input information via Xn interface.
· New signaling procedure or existing procedure to retrieve feedback information via Xn interface.
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