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[bookmark: _Ref462817227]Introduction
[bookmark: _Ref462918989]At RAN3-114bis-e, more details were added to the load balancing use case for AI/ML.
This paper proposes to resolve pending aspects for AI/ML-based Load Balancing and Mobility Optimisation use cases and provides inputs for conclusions.

[bookmark: _Toc461106288]AI/ML for Load balancing

Locations for AI/ML Model Inference
In this section of the TR, there is an FFS on other possible locations for AI/ML Model Inference. We think that the options provided in the current version of the TR are sufficient. Therefore, we propose to solve the FFS and leave the rest of the section as it is.
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.
Other possible locations of the AI/ML Model Inference are FFS. 
Proposal 1: The options already provided for possible locations of the AI/ML Model Inference suffice, remove the FFS.


Input of AI/ML-based Load Balancing
In the section related to the Input of AI/ML-based Load Balancing there is an Editor’s Note with an FFS on other input information. We think the listed input are sufficient for Rel-17 and we propose to remove the Editor’s Note.
Proposal 2: Remove the Editor’s note with FFS in the section “Input of AI/ML based load balancing”.

Output of AI/ML-based Load Balancing
As agreed at RAN3#114-bis-e an AI/ML Mobility Load Balancing model can generate the following information as output:
· Selection of target cell for mobility load balancing 
· Predicted own resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Predicted resource status information signalled from neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Validity time for the Model Inference output predictions. FFS whether validity time is applied to all outputs produced by the Model Inference function.
· The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)
First, we note that this bullet:
· Predicted resource status information signalled from neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
does not reflect the actual discussion at last meeting. What can be used as input of AI/ML-based LB is predicted resource status information of neighbor NG-RAN node. The current formulation instead suggests that predictions received from a neighbor node are used as output of the AI/ML-based Load Balancing. We also note that a correction has already been proposed during the discussion at last meeting, but not applied to the TR (see R3-221060, clause 4.6):
1. One correction in the current 3rd bullet in 5.2.2.2 is “Predicted resource status information signalled from for neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP”.
So, the above text has to be moved to the TR section related to Standard Impact for Input and can be further improved. Our proposal is to indicate that a node - for its local use -, can predict resource status information of a neighbor node based on measurements of some or all the resource information specified in current XnAP.
Proposal 3: Modify the text in the section “Output of AI/ML-based Load Balancing” related to “predicted resource signalled from neighbor nodes”, to indicate that “predictions are for a neighbor node and are based on measurements”. Move the new text to the section “Input of AI/ML-based Load Balancing”, as input from the local node. 

In dynamic environments, predicted values have a meaningful purpose only for a limited amount of time which strongly depends on the dynamics of the state. We think that this principle applies to predictions of resource status information in a RAN node, where the observable state is non-static as it may include, for instance, historical measurements of PRB utilization, compositive available capacity, number of UE (active, in RRC connected mode, etc), and therefore varies over time. The predicted values of the resource status information can age rapidly depending on the dynamics of the observable state used for the predictions, to the point of becoming obsolete. If predictions are to be used for optimizing load distribution, it is important for a RAN node to know for how long such predictions are valid. 
Therefore, we propose to solve the FFS on validity time, indicating that it refers to the predicted own resource status information.
Proposal 4: For AI/ML Mobility Load Balancing use case, validity time refers to predicted own resource status information. 

In the section related to the Output of AI/ML-based Load Balancing there is an Editor’s Note with an FFS on other output information. We think the listed output are sufficient for Rel-17 and we propose to remove the Editor’s Note.
Proposal 5: Remove the Editor’s note with FFS in the section “Output of AI/ML based load balancing”.

Feedback of AI/ML-based Load Balancing
In the section related to the Feedback of AI/ML-based Load Balancing there is an Editor’s Note with an FFS on other input information. We think the listed feedback are sufficient for Rel-17 and we propose to remove the FFS.
Proposal 6: Remove the Editor’s note with FFS in the section “Feedback of AI/ML based load balancing”.

Standard impacts
In the section related to Standard impact for AI/ML-based Load Balancing, there are some FFS remaining.
A first FFS is on the details of the procedure for requesting load predictions from a neighbouring node. 
On this, we note that details of the procedure will be for sure discussed during the normative phase, so we’re fine to close the FFS and indicate that details can be discussed during the WI phase.

Proposal 7: Remove the FFS on details of procedure for requesting load prediction, to be discussed during normative work.

A second FFS is whether new UE measurements are needed for AI/ML-based load balancing.
Similarly, we prefer to not exclude proposals of that potential new UE measurements deemed as beneficial during the normative work (which anyhow would require an interaction with RAN2 that is not feasible at this stage of the SI).  Therefore, we propose to close the FFS, indicating that whether new UE measurements are needed for AI/ML-based load balancing is left to normative work.
Proposal 8: Remove the FFS on new UE measurements for AI/ML-based load balancing, to be discussed during normative work.
A third FFS is associate to MDT/RRM enhancement as potential interface impacts for collecting consecutive UE information.
For the same reason explained above, we think this can be left for further discussion during normative work. The latter is implicitly captured by classifying such enhancement as “Potential” impacts. We are fine to just remove the FFS and keep the remaining text as is.
Proposal 9: Remove the FFS on “MDT/RRM enhancement in order to collect consecutive UE information”.

Input to TR conclusion
During the SI phase, Load Balancing has been selected as one of the use cases of interest, and a number of proposals have been made to describe the improvements that can be achieved with an AI/ML-based Mobility Load Balancing and the potential solution. We propose to use the SI discussion as basis for normative work on AI/ML-based Mobility Load Balancing use case.
Proposal 10: Consider AI/ML-based Mobility Load Balancing use case as baseline for normative work.
Proposal 11:  RAN3 to agree on provided TP concerning solutions and standard impacts for Mobility Load Balancing use case. 


1 [bookmark: _Hlk90318898]AI/ML for Mobility Optimization
At RAN3-114bis-e, more details were added to the Mobility Optimization use case for AI/ML and agreed in R3-221467. However, several aspects for the Mobility Optimization captured in the the SoD in R3-221394 still remain FFS, and captured in the chairman notes:
[bookmark: _Hlk95408465]Those FFSes should be revisited in next meeting:
Input information from the neighbouring RAN nodes: 
Predicted UE trajectory information from last serving cell
Predicted UE traffic information from last serving cell
Predicted achievable QoS parameters
UE unsuccessful handover information
Output information: 
Handover timing corresponding to each predicted cell 
UE traffic prediction 
Validity time for the Model inference output predictions if required
Feedback information:
UE Mobility/Trajectory from target NG-RAN
Standard impact:
Predicted UE trajectory info from source NG-RAN node to target NG-RAN node
Predicted UE traffic info from source NG-RAN node to target NG-RAN node
To be continued...
There are two aspects of the ongoing discussion for AIML based mobility optimization use case that merit further consideration and clarifications
1. Mobility actions derived by the source node as planned for the future.
2. A scenario where a node (the source) is capable of inference while another node (the target) is not.
Traditionally, mobility optimization relates to deciding whether a UE should/could be moved to a certain target cell when certain conditions are met and acting immediately on such decision. Mobility decisions are typically taken by monitoring the UE signal quality and assessing (i.e., “predicting”) whether a UE should be moved to a target cell before its signal strength degrades too much. The introduction of AIML techniques for mobility optimization only provides a different tool to assess (i.e., “predict”) whether a UE should be moved to a neighbouring cell if the signal strength degrades too much. However, the general principle of predicting the best mobility target action for the action to be taken imminently remains unchanged. 
Predicting mobility actions as planned for future execution poses new challenges without any clear and proven benefit for mobility optimization. One of the motivations for predicting future mobility actions (e.g., target cell and a future timing of handover) is to enable earlier preparation for executing such actions. While this clearly implies additional signalling overhead and procedural complexity, the gains are less evident as any gain would depend on the accuracy of the predicted information. If the UE changes trajectory, or simply slows down, the predicted time for handover would no longer be valid or the handover be needed.
Proposal 12 RAN3 should focus on best mobility target / action for immediate execution. 

Another scenario discussed at the RAN3#114bis-e meeting for mobility optimization is where a node (the source) supports an inference function while another node (the target) does not. For this case, it has been argued that it would be beneficial for the source node to provide predictions for the target node, such as 
Predicted UE trajectory information from last serving cell
Predicted UE traffic information from last serving cell
Predicted achievable QoS parameters. 
However, the purpose of mobility optimization, inference at the source node should be used for predicting the best mobility action to be executed, but there is no clear or proven benefit in providing predictions to a target node to support mobility optimization for the target node. 
Proposal 13 For Mobility Optimization, an inference function executed at a source node should be used only to support mobility decisions/action at the source node. 

In what follows we discuss in detail the list of FFSes from mobility optimization with the following order:
a) Input information from neighbouring RAN nodes
b) Output information
c) Feedback information
d) Standard impact

Input information from neighbouring RAN nodes

Resource status reporting
We believe that exchanged information between the various functional elements in the RAN should be based on existing procedures and messages. In particular, currently specified resource status reporting can be used by an NG-RAN node to request the reporting of load measurements to another NG-RAN node and to enable report updates on the results of the admitted measurements by the receiving entity.
[bookmark: _Ref95135631][bookmark: _Hlk89900185]Proposal 14 The communication of the Resource Status prediction information among the gNBs should be based on the existing Resource Status Reporting mirroring the existing functionality for Radio Resource status reporting.

Predicted UE trajectory from last serving cell
As agreed at RAN3#114-e, an AI/ML Mobility Optimization model may generate the following output:
· UE trajectory prediction (Latitude, longitude, altitude,cell ID of UE over a future period of time)
· Note:FFS whether the UE trajectory prediction is an internal output to the node hosting the Model Inference function
· …
With respect to the UE trajectory prediction there are two aspects to carefully consider:
· UE trajectory constitutes sensitive user information that is subject to data privacy. Propagation of this parameter across the network would require checking with security groups such as SA3, to ensure feasibility
· UE trajectory may be useful to a serving RAN node (depending on implementation of the mobility algorithms) to deduce what would be the likely movement of the UE across the network and therefore to predict mobility target cells. It is not clear how or why this parameter would be needed by any neighbour node, nor what benefit a neighbouring RAN node would derive from an estimated UE trajectory performed by another RAN node, which could be outdated by the time it is received.
In light of the above we would like to propose to:
[bookmark: _Ref95135667]Proposal 15 Mark the trajectory prediction as an internal output to the node hosting the Model Inference function.
Proposal 16 UE trajectory prediction is not needed as input information from a neighbouring RAN node.

Predicted UE traffic from last serving cell
While we believe that one could benefit from providing actual UE traffic information, e.g., the most recent UE traffic, to the target cell (for instance, during a handover request), we see no benefit in providing predicted UE traffic from the last serving cell. To provide such prediction, the serving cell would most likely use historical information of the UE traffic, and the prediction itself could be subject to inaccuracy. Therefore, providing information associated to the actual UE traffic from the last serving cell to the target cell may be more beneficial than providing predictions of UE traffic. It should be reminded that UE traffic depends on the radio conditions in a cell and the configuration given to a UE. A source cell simply cannot predict the traffic the UE will produce at the target because it does not know neither the radio conditions at the target nor the configuration the UE will receive at the target.
On the other hand, RAN3 should determine whether this information is useful for making mobility optimization decisions. If the target cell is provided information related to recent historical UE traffic, for instance during a handover request, the target cell could have a sufficiently good idea of the type of application the UE is using. However, making such decision based on a predicted traffic *from the source node* has high risk of leading to erroneous mobility decisions. In addition, even in the case where the target cell does not support an inference function, if the target cell is provided historical UE traffic information it could derive its own predictions of UE traffic (if needed at all, and based on implementation) using, for instance, non-AI based estimations.
Therefore, we do not see an immediate need nor any benefit in introducing predicted UE traffic from the last serving cell for mobility optimization.
Proposal 17 Predicted UE traffic is not needed as input information from a neighbouring RAN node.

Predicted achievable QoS parameters

To support AI/ML based mobility optimization at a serving cell, it has been proposed that an input of AI/ML model from neighbour (target) node can include the predicted achievable QoS parameters. In essence, the UE’s serving cell could request a potential target cell to provide a prediction of the QoS parameters that a UE could achieve if moved to the target cell. This, however, would require a new signalling, prior to the handover preparation, dedicated to requesting and receiving predictions of QoS parameters from potential target cells. In addition, since such information is expected to support a handover decision at the serving cell, the serving cell may need to request predictions to multiple potential target cells. Such extra procedures happening before HOs will cause HO delays and may lead to mobility failures.
Once the serving cell receives the predictions of QoS achievable parameters for a UE, it also remains unclear to what extent such predictions will be accurate and therefore useful for making a handover decision. On one hand, the radio environment of the target cell(s) (e.g., in terms of load, the type of traffic served, interference, etc) as well as the availability of radio resources at the target cell, may change significantly by the time the UE is moved to the target cell, thereby invalidating the predicted achievable QoS parameters.  On the other hand, the accuracy of the predicted achievable QoS at the target cell would also depend on the UE trajectory within the target cell, which cannot be predicted by the target cell in advance. A UE that remains at the cell border would be able to achieve lower QoS parameters compared to a UE that moves toward the cell centre. This uncertainty may lead to sub-optimal, if not erroneous, mobility decisions at the serving cell.  
Therefore, due to the additional signalling overhead and complexity required to gather the achievable QoS parameters predictions prior to a mobility decision, as well as to the unclear benefit that such predictions could bring for mobility optimization at the servings cell, we propose not to consider predicted achievable QoS parameters as input information from a neighbouring RAN node. We should notice that feedback information already include “-	Information about the performance of handed over UEs” and with this the source RAN is able to infer what the performance of the UE at target will be.
Proposal 18 Predicted achievable QoS parameters are not needed as input information from a neighbouring RAN node.


UE handover information
We believe that input on historical UE successful and unsuccessful handover information from the neighbouring RAN nodes is an important ingredient in enabling AIML based mobility optimization. Currently, such information exchange is discussed as part of the SON/MDT functions and correspondingly we think that that this should form the basis for the associated AIML input parameters for the Mobility Optimization use case when this project moves to its WI phase.
Proposal 19 UE successful and unsuccessful handover information from Neighbouring RAN nodes should be included in the input parameters. The exact details should be discussed in the WI phase and should be based on the SON/MDT work currently ongoing.

Output information
Handover timing for predicted cells
In R3-220503 it was proposed that “Besides the predicted handover cell(s), the predicted handover timing corresponding to each predicted cell is also generated as output of AI/ML based mobility optimization.”
Based on the discussion R3-220503, it should be notice that the proposal is to indicate to the neighbouring RAN node and to the UE a single predicted cell for HO as well as a single predicted time for HO, i.e. “[…] the network can select the target cell with the highest probability, which representing the best candidate cell for handover”. With this clarification, it is evident that when mobility actions are executed immediately, signalling the predicted handover timing to the predicted cell would not bring any benefit compared to the current HO procedure. 
On one hand, if the predicted HO time is far in the future, signalling such HO to the neighbouring node would require a dedicated signalling (in addition to the legacy HO preparation), thereby increasing complexity and signalling overhead. Yet, with a predicted time far in the future there would be no guarantee that the UE would be moved to the predicted cell, as the UE trajectory change (e.g., change direction, become faster/slower/stationary) or the radio conditions may change, thereby invalidating the predicted time or the need for an HO to the predicted cell.
On the other hand, if the precited HO time is for immediate future, then it would not be different compared to the triggering a legacy HO procedure. The only difference would be in the way the handover is decided, that is, with a AIML algorithm instead of comparing thresholds on UE measured signal strength. 
Therefore, if a prediction on mobility is made, it is only beneficial to assume that mobility decisions will be taken immediately. 
Proposal 20 No need to signal the HO timing for each predicted cell to the UE or a neighbouring RAN node.


1.1.1 Validity Time
The validity time can be seen as a characteristic of the predictions. It is clear, that any prediction should be associated with an attribute of its validity reference. As an example, a prediction for arrival of a UE at a CHO target would be valid for a given time window. A RAN node hosting a potential CHO target cell shall not expect that such prediction is valid forever and that would mislead the node in maintaining resources prepared for the UE. 
Proposal 21 For the AI/ML Mobility Optimization use case the validity time indicates a time interval during which Model Inference outputs are valid.

Feedback information

UE Mobility/Trajectory from target NG-RAN
As previously argued, UE trajectory may be useful information internally to a serving RAN node (depending on implementation of the mobility algorithms) to deduce what would be the likely movement of the UE across the network and therefore to predict mobility target cells. However, we do not see any benefit to improving mobility optimization by providing such information to a target cell, yet it would create severe concerns related to UE privacy and consent to exchange UE positioning related information. 
Therefore, we believe that UE trajectory information should not be provided from a serving cell to a target cell and consequently there is no need for feedback information related to UE mobility/trajectory from target NG-RAN node.
Proposal 22 No need for UE mobility/trajectory feedback from target NG-RAN node.

Standard impact
A TP for TR 37.817, related to the Mobility Optimization use case, is proposed in Appendix A.
Proposal 23 RAN3 to agree on provided TP concerning solutions and standard impacts for Mobility Optimization use case. 

Updating Flow charts
In the flow charts discussed in the current version interaction with a second gNB is missing. Such signalling exchanges should be included in the flow chart description for the Mobility Optimization use case, as shown below




Conclusions
In this paper we further elaborate the use case concerning Load Balancing and Mobility Optimisation. The following proposals have been made:

Proposal 1: The options already provided for possible locations of the AI/ML Model Inference suffice, remove the FFS.
Proposal 2: Remove the Editor’s note with FFS in the section “Input of AI/ML based load balancing”.
Proposal 3: Modify the text in the section “Output of AI/ML-based Load Balancing” related to “predicted resource signalled from neighbor nodes”, to indicate that “predictions are for a neighbor node and are based on measurements”. Move the new text to the section “Input of AI/ML-based Load Balancing”, as input from the local node. 
Proposal 4: For AI/ML Mobility Load Balancing use case, validity time refers to predicted own resource status information. 
Proposal 5: Remove the Editor’s note with FFS in the section “Output of AI/ML based load balancing”.
Proposal 6: Remove the Editor’s note with FFS in the section “Feedback of AI/ML based load balancing”.
Proposal 7: Remove the FFS on details of procedure for requesting load prediction, to be discussed during normative work.
Proposal 8: Remove the FFS on new UE measurements for AI/ML-based load balancing, to be discussed during normative work.
Proposal 9: Remove the FFS on “MDT/RRM enhancement in order to collect consecutive UE information”.
Proposal 10: Consider AI/ML-based Mobility Load Balancing use case as baseline for normative work.
Proposal 11:  RAN3 to agree on provided TP concerning solutions and standard impacts for Mobility Load Balancing use case. 
Proposal 12 RAN3 should focus on best mobility target / action for immediate execution. 
Proposal 13 For Mobility Optimization, an inference function executed at a source node should be used only to support mobility decisions/action at the source node. 
Proposal 14 The communication of the Resource Status prediction information among the gNBs should be based on the existing Resource Status Reporting mirroring the existing functionality for Radio Resource status reporting.
Proposal 15 Mark the trajectory prediction as an internal output to the node hosting the Model Inference function.
Proposal 16 UE trajectory prediction is not needed as input information from a neighbouring RAN node.
Proposal 17 Predicted UE traffic is not needed as input information from a neighbouring RAN node.
Proposal 18 Predicted achievable QoS parameters are not needed as input information from a neighbouring RAN node.
Proposal 19 UE successful and unsuccessful handover information from Neighbouring RAN nodes should be included in the input parameters. The exact details should be discussed in the WI phase and should be based on the SON/MDT work currently ongoing.
Proposal 20 No need to signal the HO timing for each predicted cell to the UE or a neighbouring RAN node.
Proposal 21 For the AI/ML Mobility Optimization use case the validity time indicates a time interval during which Model Inference outputs are valid.
Proposal 22 No need for UE mobility/trajectory feedback from target NG-RAN node.
Proposal 23 RAN3 to agree on provided TP concerning solutions and standard impacts for Mobility Optimization use case. 

The TP to TR 37.817 for Load Balancing use case is in Appendix A.
The TP to TR 37.817 for Mobility Optimisation use case is in Appendix B.

Appendix A - TP to TR 37.817 for Load Balancing use case

[bookmark: _Toc88582290][bookmark: _Hlk94769991]5.2	Load Balancing
[bookmark: _Toc88582291]5.2.1	Use case description
The rapid traffic growth and multiple frequency bands utilized in a commercial network make it challenging to steer the traffic in a balanced distribution. To address the problem, load balancing had been proposed. The objective of load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cells or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to improve network performance. This can be done by means of optimization of handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
However, the optimization of the load balancing is not an easy task as follows:
· Currently the load balancing decisions relying on the current/past-state cell load status are insufficient. The traffic load and resource status of the network changes rapidly, especially in the scenarios with high-mobility and large number of connections, which may lead to ping-pong handover between different cells, cell overload and degradation of user service quality.
· It is difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the UEs in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover configuration. For example, if the UEs with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic. It is difficult to determine whether the service performance after the offloading action meets the desired targets.
To deal with the above issues, solutions based on AI/ML model could be introduced to improve the load balancing performance. Based on collection of various measurements and feedbacks from UEs and network nodes, historical data, etc. AI/ML model- based solutions and predicted load could improve load balancing performance, in order to provide higher quality user experience and to improve the system capacity.
[bookmark: _Toc88582292]5.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
5.2.2.1 Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.
Other possible locations of the AI/ML Model Inference are FFS.  
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.   
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
To increase the awareness of the traffic dynamics and enable more improved traffic steering decisions it is possible to complement load measurements currently exposed over RAN interfaces with information related to predicted load from neighbouring RAN nodes as well as UE measurements and information.
· An NG-RAN node can also predict its own load. This can be achieved by considering the own load and load information received from neighbour RAN nodes. Load predictions can be signalled between RAN nodes. 
· An NG-RAN node can also derive load prediction using UE measurements and information, for example MDT and RRM measurements, or UE location information (e.g. velocity, position). For the aspects concerning the configuration and the reporting of UE measurements and information the impacted protocol is RRC. RAN2 needs to be consulted for details during the normative phase. 
Signalling of information used to derive Model Inference outputs may be achieved over the Xn interface by reusing existing or new procedures.  The details are to be discussed during normative work.
5.2.2.2 AI/ML Model Training in OAM and AI/ML Model Inference in a NG-RAN node
[bookmark: _Hlk89677789]A high-level signalling flow for the AI/ML use case related to Load Balancing with Model Training in OAM and Model Inference in NG-RAN is shown in Figure 5.2.2-1 below.


 Figure 5.2.2-1 Model Training at OAM, Model Inference at NG-RAN
Step 0:  NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information, such as predicted resource status, etc.
Step 1: The NG-RAN node 1 requests the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects and reports to NG-RAN node 1 requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 3: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 also sends input data for Model Training to OAM.
Step 4: AI/ML Model Training is located at OAM. The required measurements are leveraged to train the AI/ML models for load balancing.
Step 5: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node is allowed to continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 Rel-17 scope.
Step 6: The UE collects and reports to NG-RAN node 1 requested measurements or location information.
Step 7: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for load balancing model inference.
Step 8: NG-RAN node 1 performs Mobility Load Balancing predictions (e.g. for cells of NG-RAN node 1).
Step 9. The NG-RAN 1 sends the model performance feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 10: NG-RAN nod 1 executes Mobility Load Balancing actions and UEs are moved from NG-RAN node 1 to NG-RAN node 2.
Step 11: NG-RAN node 1 and NG-RAN node 2 send feedback information to OAM.

5.2.2.3 AI/ML Model Training and AI/ML Model Inference in a NG-RAN node
A high-level signalling flow for the AI/ML use case related to Load Balancing with Model Training and Model Inference in a NG-RAN node is shown in Figure 5.2.2-2-1 below.
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Figure 5.2.2-2-1: Model Training and Model Inference in a NG-RAN nodeAI/ML for Load Balancing use case 
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information, such as predicted resource status, etc.
Step 1: The NG-RAN node 1 requests UE to provide measurements and/or location information(e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects and reports to NG-RAN node 1 the requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 3: The NG-RAN node 1 requests the neighbouring NG-RAN node 2 the input information for load balancing model training.
Step 4: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for load balancing model training.
Step 15: Aan AI/ML Model Training is located at NG-RAN node 1. The required measurements are leveraged to train the AI/ML model. NG-RAN node 2 is assumed to have capabilities in providing NG-RAN node 1 with useful input information, such as predicted resource status and/or mobility predictions.
Steps 2-36: NG-RAN node 1 can request and obtain receives UE measurements and/or location information (e.g. RRM measurements, MDT measurements, velocity, position).
Step 4-57: NG-RAN node 1 can receive request Resource Status information from the neighbouring NG-RAN node 2 the input information for load balancing model inference. Details and name of the procedure are FFS.
Step 68: NG-RAN node 1 can performs Mobility Load Balancing predictions (e.g., for cells of NG-RAN node 1).
Step 79: NG-RAN node 1 takes Mobility Load Balancing decision and UEs are moved from NG-RAN node 1 to NG-RAN node 2.
Step 810: NG-RAN node 2 sends Feedback feedback information to NG-RAN node 1 (e.g. resource status updates after load balancing, etc). It is FFS whether “Feedback” is signalled after receiving a Feedback Request.

5.2.2.41	Input of AI/ML-based Load Balancing
To predict the optimized load balancing decisions, NG-RAN may need following information as input data for AI/ML-based load balancing:
From the local node:
· Own resource status information (e.g. per cell, per SSB Area): e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP
· Predicted own resource status information: e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP
· Predicted resource status information of neighbor NG-RAN node(s): this can be calculated using, e.g. measurements of some or all of the resource information specified in current XnAP
· UE trajectory prediction
From the UE:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available(e.g. from RLF reports, SCG Failure Information, Successful Handover Report)
· UE Radio Measurements, e.g., RSRP, RSRQ, SINR
· UE Mobility History Information
From neighbour NG-RAN Nodes:
· Neighbour resource status information (e.g. per cell, per SSB Area): it may include, e.g., some or all of the resource information in current Xn: Resource Status Update procedure
· Predicted neighbour resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· UE performance measurement at traffic offloaded neighbour cell
Editor’s Note: FFS other input information required for AI/ML-based load balancing.-

5.2.2.52	Output of AI/ML-based Load Balancing
AI/ML-based load balancing model can generate following information as output:
· Selection of target cell for mobility load balancing 
· Predicted own resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Predicted resource status information signalled from neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Validity time,  applied to predicted own resource status information.for the Model Inference output predictions. FFS whether validity time is applied to all outputs produced by the Model Inference function.
· The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)
· 
Editor’s Note: FFS other output information expected from AI/ML-based load balancing.-

5.2.2.63	Feedback of AI/ML-based Load Balancing
To optimize the performance of AI/ML-based load balancing model, following feedback can be considered to be collected from NG-RAN nodes:
· UE performance information from target NG-RAN (for those UEs handed over from the source NG-RAN node)
· Resource status information updates from target NG-RAN
· System KPIs (e.g., throughput, delay, RLF of current and neighbours)

Editor’s Note: FFS other feedback expected from AI/ML-based load balancing
5.2.2.7	Standard impacts
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are left to normative phase.   
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). Whether new UE measurements are needed is left to normative phase.
To increase the awareness of the traffic dynamics and enable more improved traffic steering decisions it is possible to complement load measurements currently exposed over RAN interfaces with information related to predicted load from neighbouring RAN nodes as well as UE measurements and information.
· An NG-RAN node can also predict its own load. This can be achieved by considering the own load and load information received from neighbour RAN nodes. Load predictions can be signalled between RAN nodes. 
· An NG-RAN node can also derive load prediction using UE measurements and information, for example MDT and RRM measurements, or UE location information (e.g. velocity, position). For the aspects concerning the configuration and the reporting of UE measurements and information the impacted protocol is RRC. RAN2 needs to be consulted for details during the normative phase. 
Signalling of information used to derive Model Inference outputs may be achieved over the Xn interface by reusing existing or new procedures.  The details are to be discussed during normative work.
Potential interface impacts:
· - MDT/RRM enhancement in order to collect consecutive UE information.
· New or enhanced existing signaling procedure to request/retrieve predicted resource status information from neighbouring nodes via Xn interface.
· New or enhanced existing signaling procedure to request/retrieve predicted load balancing strategy information from neighbouring nodes via Xn interface.
· New or enhanced existing procedure to request/retrieve feedback information via Xn interface.


[bookmark: _Toc88582305]X.x 	Conclusion

The Load Balancing use case description and “solutions and standard impacts” should be taken as baseline for normative phase.


//////////////////////   END OF CHANGES FOR MOBILITY LOAD BALANCING USE CASE  ///////////////////////

Appendix B - TP to TR 37.817 for Mobility Optimization use case
<<<<<<<<<<<<<<<<<<<< Start of Changes >>>>>>>>>>>>>>>>>>>>
<<<<<<<<<<<<<<<<<<<< Start of 1st set of Changes >>>>>>>>>>>>>>>>>>>>
5.3	Mobility Optimization
5.3.1	Use case description
Mobility management is the scheme to guarantee the service-continuity during the mobility by minimizing the call drops, RLFs, unnecessary handovers, and ping-pong. For the future high-frequency network, as the coverage of a single node decreases, the frequency for UE to handover between nodes becomes high, especially for high-mobility UE. In addition, for the applications characterized with the stringent QoS requirements such as reliability, latency etc., the QoE is sensitive to the handover performance, so that mobility management should avoid unsuccessful handover and reduce the latency during handover procedure. However, for the conventional method, it is challengeable for trial-and-error-based scheme to achieve nearly zero-failure handover. The unsuccessful handover cases are the main reason for packet dropping or extra delay during the mobility period, which is unexpected for the packet-drop-intolerant and low-latency applications. In addition, the effectiveness of adjustment based on feedback may be weak due to randomness and inconstancy of transmission environment. Besides the baseline case of mobility, areas of optimization for mobility include dual connectivity, CHO, and DAPS, which each have additional aspects to handle in the optimization of mobiltity. 
Mobility aspects of SON that can be enhanced by the use of AI/ML include
· Reduction of the probability of unintended events
· UE Location/Mobility/Performance prediction
· Traffic Steering 
Reduction of the probability of unintended events associated with mobility. 
Examples of such unintended events are:
· Intra-system Too Late Handover: A radio link failure (RLF) occurs after the UE has stayed for a long period of time in the cell; the UE attempts to re-establish the radio link connection in a different cell.
· Intra-system Too Early Handover: An RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in the source cell.
· Intra-system Handover to Wrong Cell: An RLF occurs shortly after a successful handover from a source cell to a target cell or a handover failure occurs during the handover procedure; the UE attempts to re-establish the radio link connection in a cell other than the source cell and the target cell. 
· Successful Handover: During a successful handover, there is underlying issue.
RAN Intelligence could observe multiple HO events with associated parameters, use this information to train its ML model and try to identify sets of parameters that lead to successful Hos HOs and sets of parameters that lead to unintended events.
UE Location/Mobility/Performance Prediction
Input on Predicting UE’s location can be is a key part for mobility optimisation, as many RRM actions related to mobility (e.g. selecting handover target cells) can benefit from the predicted UE location/trajectory. UE mobility inputprediction is also one key factor in the optimization of early data forwarding particularly for CHO. UE Performance prediction when the UE is served by certain cells is a key factor in determining which is the best mobility target for maximisation of efficiency and performance.
Traffic Steering
Efficient resource handling can be achieved adjusting handover trigger points and selecting optimal combination of Pcell/PSCell/Scells to serve a user. 
Existing traffic steering can also be improved by providing a RAN node with information related to mobility or dual connectivity. 
For example, before initiating a handover, the source gNB, could use feedbacks on UE performance collected for successful handovers occurred in the past and received from neighboring gNBs. 
Similarly, for the case of dual connectivity, before triggering the addition of a secondary gNB or triggering SN change, an eNB could use information (feedbacks) received in the past from the gNB for successfully completed SN Addition or SN Change procedures.
In the two reported examples, the source RAN node of a mobility event, or the RAN node acting as Master Node (a eNB for EN-DC, a gNB for NR-DC) can use feedbacks received from the other RAN node, as input to an AI/ML function supporting traffic related decisions (e.g. selection of target cell in case of mobility, selection of a PSCell / Scell(s) in the other case), so that future decisions can be optimized.
<<<<<<<<<<<<<<<<<<<< End of 1st set of Changes >>>>>>>>>>>>>>>>>>>>
-- TEXT OMITTED –
<<<<<<<<<<<<<<<<<<<< Start of the 2nd set of Changes >>>>>>>>>>>>>>>>>>>>
5.3.2.2			AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
NG-RAN node
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4. Model Training
3. Measurement Report
5. ML Model Deployment
7. Model Inference
9. Action:
Mobility Optimization
6. Measurement Report
8. ML Performance Feedback
2. Measurement
1.
 Measurement  Configuration
3. Measurement Report


                              
Figure 5.3-1  AI/ML Model Training in OAM and AI/ML Model Inference in NG-RAN node
Step 1. The NG-RAN node configures the measurement information on the UE side and sends a configuration message to UE including configuration information.
Step 1a’. The NG-RAN node 1 requests the neighbouring NG-RAN node 2 Resource Status information (e.g., some or all of the resource information in current Xn: Resource Status Update procedure).
Step 1b’. The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 Resource Status information.
Step 2. The UE collects the indicated measurement, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells. Step 3. The UE  sends measurement report message to OAM via NG-RAN node 1 including the required measurement (e.g. own information and/or neighbor NG-RAN node information). NOTE: the same type of information may be reported to OAM from neighbor NG-RAN nodes as well, e.g. NG-RAN node 2.
Step 4. Model Training.  Required measurements are leveraged to training ML model for UE mobility optimization.
Step 5. OAM sends ML Model Deployment Message to deploy the trained/updated ML model into the NG-RAN node(s). The NG-RAN node can also continue model training based on the received AI/ML model from OAM.
Note:This step is out of RAN3 Rel-17 scope.
Step 6. The NG-RAN node 1 obtains the measurement report as inference data for UE mobility optimization.
Step 6’. The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 Resource Status information.
Step 7. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, e.g.  UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc., with the associated validity time.
Step 8. The NG-RAN sends the AI/ML model performance feedback to OAM(FFS).
Step 89. According to the prediction, recommended actions or configuration are executed for Mobility Optimization.
Step 10: NG-RAN node 1 request for feedback information from NG-RAN node 2.
Step 11: NG-RAN node 2 sends Feedback to NG-RAN node 1. 

<<<<<<<<<<<<<<<<<<<< End of 2nd set of Changes >>>>>>>>>>>>>>>>>>>>
-- TEXT OMITTED –
<<<<<<<<<<<<<<<<<<<< Start of the 3rd set of Changes >>>>>>>>>>>>>>>>>>>>
5.3.2.3			AI/ML Model Training and AI/ML Model Inference in a NG-RAN node




Figure 5.3-2: Model Training and Model Inference both located in RAN node
Step 1. NG-RAN node1 configures the measurement information on the UE side and sends configuration message to UE including configuration information.
Step 1a’. The NG-RAN node 1 requests the neighbouring NG-RAN node 2 Resource Status information (e.g., some or all of the resource information in current Xn: Resource Status Update procedure).
Step 1b’. The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 Resource Status information.
Step 2. UE collects the indicated measurement, e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells.
Step 3. UE sends measurement report message to NG-RAN node1 including the required measurement.
Step 4. Model training. Required measurements are leveraged to training ML model for mobility optimization.
Step 5. NG-RAN node1 obtains the measurement report as inference data for real-time UE mobility optimization (e.g. own information and/or neighbor NG-RAN node information).
Step 5’. NG-RAN node 1 can obtain Resource Status information from the neighbouring NG-RAN node 2. (e.g., reusing current Xn: Resource Status Update procedure).
Step 6. Model Inference. Required measurements are leveraged into Model Inference to output the prediction, including e.g., UE trajectory prediction, target cell prediction, target NG-RAN node prediction, etc. with the associated validity time.
Step 7. According to the prediction, recommended actions are executed for Mobility Optimization. 
Step 8. The NG-RAN node 1 sends handover request message to the NG-RAN node 2.
Step 9: MN-RAN node 1 request for feedback information from NG-RAN node 2.
Step 10: NG-RAN node 2 sends Feedback to NG-RAN node 1. 


<<<<<<<<<<<<<<<<<<<< End of 3rd  set of Changes >>>>>>>>>>>>>>>>>>>>
-- TEXT OMITTED –
<<<<<<<<<<<<<<<<<<<< Start of the 4th set of Changes >>>>>>>>>>>>>>>>>>>>
5.3.2.4			Input data
The following data is required as input data for mobility optimization.
Input Information from the UE: 
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available. 
· Radio measurements related to serving cell and neighbouring cells associated with UE location information, e.g., RSRP, RSRQ, SINR
· UE historical serving cells and their locations
· Moving velocity
· UE information on generated trafficFFS predicted traffic

Input Information from the neighbouring RAN nodes: 
· UE’s successful handover information in the past and received from neighboring RAN nodes
· UE’s history information from neighbor
· Position, resource status, FFS QoS parameters of historical HO-ed UE (e.g., loss rate, delay, etc.)
· Resource status and utilization prediction/estimation
· SON Reports of handovers that are successful, too-early, too-late, or handover to wrong (sub-optimal) cell 
· Information about the performance of handed over UEs
· Resource status prediction


Input Information from the local node: 
· UE trajectory prediction output (will be used by the RAN node)
· Local resource status prediction 

If existing UE measurements are needed by a gNB for AI/ML-based mobility optimization, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.

5.3.2.5			Output data
· UE trajectory prediction (Latitude, longitude, altitude, cell ID of UE over a future period of time).
Note:FFS whether the UE trajectory prediction is an internal output to the node hosting the Model Inference function
· Estimated arrival probability in CHO and relevant confidence interval
· Predicted handover target node, candidate cells in CHO, may together with the confidence of the predication

5.3.2.6			Standard impact
To improve the mobility decisions at a gNB (gNB-CU), a gNB can request mobility feedback from a neighbouring node. Details of the procedure are FFS.
· Potential Xn interface impact:
· Predicted resource status info and performance info from candidate target NG-RAN node to source NG-RAN node mirroring existing resource status reporting procedures.
X.x 	Conclusion

The Mobility Optimisation use case description and “solutions and standard impacts” should be taken as baseline for normative phase.

<<<<<<<<<<<<<<<<<<<< End of 4th set of Changes >>>>>>>>>>>>>>>>>>>>
<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
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