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Introduction
In this paper we further elaborate on the following FFS concerning network energy saving using Artificial Intelligence/Machine Learning:

· FFS Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons
· FFS Validity time of the predicted energy saving decisions
Moreover, we provide a conclusion for the study on the use case findings. 
AI/ML for Network Energy Saving

Offloading plan
A handover strategy is one possible output of the energy-saving ML model. The execution of such a strategy can result in many handovers between certain NG-RAN nodes. 
Offloading traffic may help an NG-RAN node to reduce its energy consumption by scaling down processes that depend on load and by that reducing its energy demands. 
In such context however, it is important that a target node is not being overloaded nor that the energy efficiency in the target node is impacted to the point of making the offloading action counterproductive. 
As per current specifications, a target node can reject handovers on a per handover basis, for instance, if it anticipates overload. Nonetheless, if handover rejections at the target node affect only a percentage of the overall traffic that needs to be offloaded for energy efficiency reasons, the resulting energy-saving solution will be suboptimal. Potentially, the overall energy consumption might be even worse than initially. 
As an example, let´s assume that NG-RAN node 1 needs to offload 10 of its served UEs to NG-RAN node 2 to reach a better energy consumption status. If NG-RAN node 2 rejects 5 of the 10 handovers, the outcome could be than NG-RAN node 1 did not improve its energy consumption, and that NG-RAN node 2 moved to a worst energy efficiency status.
Lack of “negociation” between source and target may can also cause ping-pong handovers, which result in additional signaling and energy consumption for both NG-RAN nodes and UEs; and may further adversely impact the QoS of UEs. 
To prevent such events, it should be possible for an NG-RAN node to propose an offloading plan to another NG-RAN node, and for the other NG-RAN node to accept/reject the obtained offloading plan.

Proposal 1: Handover strategy can comprise of one or more offloading proposal plans, and should be added as an ML-model output

Proposal 2: A target NG-RAN node should be able to accept/reject an offloading plan proposed by a source NG-RAN node

the figure below explain the concept in the proposals and shows how currently agreed outputs and feedback information can be applied in this context.



Figure 1: example of procedure to accept/reject an offloading plan
Validity time for output
The output validity time discussion is depends on the output definition, and it is not adequate to define such validity time before the exact output is defined. For example, the validity time for the currently outlined outputs could differ, depending on the output:
· Option 1: for energy saving strategy or handover strategy output, validity time is questionable as such outputs consist of actions that should be taken in real time by the node
· Option 2: for outputs consisting of predicted energy efficiency or predicted energy state, validity time may be a time window
On the basis of this we wouldleave discussions of validity time for the Energy Saving use case toi normative phase
Proposal 3:  Detailed model output definitions and the feasibility of validity time should be further discussed in the normative Rel-18 work. 

Proposal 4:  Remove FFS on validity time of the predicted energy saving decisions


Input to TR conclusion
RAN3 has studied the network energy saving use case and has converged to the solution description outlined in the TR which considers different deployment options for the model inference/training. RAN3 has concluded its study and the energy saving use case can be moved to normative phase. The details of the solution parts involving UE inputs can further motivate a RAN2 analysis.  Example details to be further discussed and specified in the normative WI are: 
· Detailed model output definitions. For example, details outlining a handover strategy. Also, define the relevant validity time for each respective output. 
· UE performance and system KPIs, for example whether to include RAN visible QoE metric
It can therefore be concluded that the Energy Saving description captured in TR37.817 can be taken as baseline for normative work.
Proposal 5: agree that the Network Energy Saving use case description and “solutions and standard impacts” should be taken as baseline for normative phase.
Conclusions
In this paper leftover FFSs were addressed and the following proposals were derived:

Proposal 1: Handover strategy can comprise of an offloading proposal plan, and should be added as an ML-model output

Proposal 2: A target NG-RAN node should be able to accept/reject an offloading plan in a source NG-RAN node

Proposal 3:  Detailed model output definitions and the feasibility of validity time should be further discussed in the normative Rel-18 work. 

Proposal 4:  Remove FFS on validity time of the predicted energy saving decisions

Proposal 5: agree that the Network Energy Saving use case description and “solutions and standard impacts” should be taken as baseline for normative phase.

Proposal 6:  Agree on the TR text proposal in the appendix


Appendix A – TP for TR 37.817
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
5.1	Network Energy Saving
[bookmark: _Toc248178753][bookmark: _Toc527969759][bookmark: _Toc7688][bookmark: _Toc55814336][bookmark: _Toc527969760][bookmark: _Toc18507][bookmark: _Hlk46760209]5.1.1	Use case description
//////////////////////////////////////////////////////////////irrelevant operations skipped/////////////////////////////////////////////////////////////////////
[bookmark: _Toc55814337]5.1.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
-----------------------------------Start of Changes-----------------------------------
[bookmark: _Toc88582287]5.1.2.4	Input of AI/ML-based Network Energy Saving
To predict the optimized network energy saving decisions, NG-RAN may need following information as input data for AI/ML-based network energy saving:
Input Information from Local node: 
· UE mobility/trajectory prediction
· Current/Predicted Energy efficiency
· [bookmark: _Hlk87285238]Current/Predicted resource status

Input Information from UE:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE measurement report (e.g. UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements

Input from neighbouring NG-RAN nodes:
· Current/Predicted energy efficiency
· Current/Predicted resource status
· Current energy state (e.g., active, high, low, inactive)
· FFS Accept/reject of offloading plan to transfer a certain number of UEs to a neighboring RAN node for energy saving reasons

If existing UE measurements are needed by a gNB for AI/ML-based network energy saving, RAN3 shall reuse the existing framework (including MDT and RRM measurements). 
[bookmark: _Toc88582288]5.1.2.5	Output of AI/ML-based Network Energy Saving
AI/ML-based network energy saving model can generate following information as output:
· Energy saving strategy, such as recommended cell activation/deactivation. 
· Handover strategy/offloading plan, including recommended candidate cells for taking over the traffic
· Predicted energy efficiency
· Predicted energy state (e.g., active, high, low, inactive)
· FFS Validity time of the predicted energy saving decisions
[bookmark: _Toc88582289]5.1.2.6	Feedback of AI/ML-based Network Energy Saving
To optimize the performance of AI/ML-based network energy saving model, following feedback can be considered to be collected from NG-RAN nodes:
· Resource status of neighbouring NG-RAN nodes
· Energy efficiency 
· UE performance affected by the energy saving action (e.g. handed-over UEs), including bitrate, packet loss, latency. 
· System KPIs (e.g. throughput, delay, RLF of current and neighboring NG-RAN node)
5.1.2.7	Standard Impact
Potential Xn interface impact:
· New signalling procedure or enhanced existing procedure to collect the input data information 
· Predicted energy efficiency between neighboring NG-RAN nodes and source NG-RAN node
· Predicted resource status between neighboring NG-RAN nodes and source NG-RAN node
· New signalling procedure or enhanced existing procedure to retrieve feedback information

 5.1.3 Conclusions
The Network Energy Saving use case description and “solutions and standard impacts” should be taken as baseline for normative phase.




    -----------------------------------End of Changes-----------------------------------
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