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1. Introduction
On the topic of PDCP Count sync, we agreed in RAN#114-e meeting that both the method of using SNs delivered over N3mb and using a shared gNB-CU-UP physical entity should be studied, although they are listed as a “best effort” topic due to the limited remaining time.
In this contribution, we will first show a method to support lossless handover between gNBs, based on (virtually) synchronised PDCP SNs, while retaining the flexibility for each gNB to decide the QoS-flow-to-MRB mapping rule, and then provides our understanding on what we should do if the abovementioned method is not adopted for Rel-17 MBS.
2. Discussion
2.1. [bookmark: OLE_LINK78][bookmark: OLE_LINK79]Mapping between QoS flows and MRBs
In RAN2 meeting #114-e it was confirmed that:
	Multiple MBS QoS flows corresponding to the same MBS session can be mapped to one or more than one MBS radio bearers.


The intention is that RAN2 think the MRB mapping rule should follow the same pattern as unicast DRBs, i.e. it should be up to the NG-RAN node to decide how to map each QoS flow toward MRBs, and multiple QoS flows can be mapped toward one MRB. There are some benefits to map multiple QoS flows toward one MRB, e.g.:
· To simplify the low layer behaviour and/or to occupy less logical channel IDs (LCIDs), since RAN1 has decided to use C-RNTI to perform HARQ retransmission and thus LCIDs has to be shared between unicast and multicast for a given UE.
· To save the space of DRB IDs as handover from MBS-supporting node toward non-MBS-supporting node may anyhow occurs and one virtual DRB should be established for each MRB.
Such flexibility applies for high-reliability unicast QoS flow, so in principle it should also apply for high-reliability multicast QoS flows as well. This is also feasible according to our analysis shown in sections 2.2 & 2.3 below.
Proposal 1: It should be confirmed that flexible QoS-flow-to-MRB mapping (up to the implementation of each NG-RAN node) applies for high-reliability multicast QoS flows.
2.2. [bookmark: _Ref85460617]How to synchronise
Following is a possible solution to get the PDCP COUNT synchronised is to use the per-QoS-flow “Sequence Numbers” contained in the N3mb packet headers, without limiting any QoS-flow-to-DRB mapping:
As an example, please consider the case that QF#5 and QF#6 are both mapped to MRB#1 (as shown in Figure 1).
Assume that the MB-UPF has already sent packet #000–019 of QF#5 and packet #000–049 of QF#6, i.e. 70 packets which will be mapped into MRB#1, and the next packet is #020 of QF#5.
If the gNB joined the session at the beginning, it would have already sent 70 packets through MRB#1, so the PDCP variable "TX_NEXT", literally the PDCP COUNT to be allocated for the next PDCP SDU (see in TS 38.323), would have been incremented 70 times from 0, making its value equal to 70. This value would also equal to the sum of the next expected per-QoS-flow SN for QF#5 (=20) and the next expected per-QoS-flow SN for QF#6 (=50).
In order to get the PDCP COUNT synchronised among gNBs, the gNBs which did not join the session at the beginning should also behave as if they did, i.e. setting the PDCP variable as "TX_NEXT", so that the PDCP COUNT for the packet #020 of QF#5 is assigned as 70 by all of the gNBs.


[bookmark: _Ref78466357]Figure 1: PDCP COUNT equals to the sum of N3mb Sequence Numbers of every flow mapped to this MRB.
Proposal 2: The PDCP COUNT of an MRB should be synchronised by adding up every per-QoS-flow N3mb Sequence Number of each QoS flow which is mapped to this MRB, and thus no need to limit the QoS-flow-to-MRB mapping.
Nevertheless, if this gNB just joins and does not know the next expected N3mb SN of other QoS flow(s), it cannot deduce the correct PDCP COUNT to be assigned. Consider the possibility that the “first” packet of the other QoS flow(s) may come very late, e.g. after the arrival of 100 packets of the considered flow, the gNB may be forced to discard all of these 100 packets as it does not know what PDCP COUNT to assign for them.
There are two possible methods regarding this issue:
Option 1: To do nothing. This “gap” will not cause any packet loss during handover as it can anyhow be covered by data forwarding.
Option 2: To enhance the N3mb, so that the MB-UPF can send an “SN Sync” PDU, which contains the next expected N3mb QoS flow SN for each QoS flow, toward the gNB which just start N3mb reception.
Proposal 3: RAN3 is proposed to discuss whether the MB-UPF can send a PDU containing the “next” N3mb QFI SN for each QoS flow, toward the gNB which just joins an MBS session, in order to reduce the number of forwarded packet.
There was also a concern that if packets arrive at different gNBs over N3mb in different sequences due to some reason, these gNBs will assign different PDCP COUNTs for the same packets.
For example:
· gNB1 may receive packet #020 of QF#5 before packet #050 of QF#6, thus assign PDCP COUNT = 70 for packet #020 of QF#5 and PDCP COUNT = 71 for packet #050 of QF#6;
· gNB2 may receive packet #050 of QF#6 before packet #020 of QF#5, thus assign PDCP COUNT = 70 for packet #050 of QF#6 and PDCP COUNT = 71 for packet #020 of QF#5.
However this is not a big issue in our understanding as this only affect a few packets. Nevertheless we can still use the GTP-U SN to perform some reordering before assigning PDCP COUNT:
· gNB1 may receive packet #020 of QF#5 (GTP-U SN = 170) before packet #050 of QF#6 (GTP-U SN = 171);
· gNB2 may receive packet #050 of QF#6 (GTP-U SN = 171) before packet #020 of QF#5 (GTP-U SN = 170).
In this case gNB2 can easily discover that the packets are received in a wrong order, perform reordering accordingly, and then assign the same PDCP COUNT for the same packet as gNB1 does.
Proposal 4: RAN3 is proposed to confirm that the gNBs may use the GTP-U SNs to discover N3mb out-of-order delivery, and may perform N3mb packet reordering before assigning PDCP COUNTs, so that the PDCP COUNTs assigned by different gNBs for the same multicast packet can be guaranteed to be the same, as long as these gNBs use the same QoS-flow-to-MRB mapping rule.
2.3. [bookmark: _Ref78466794]Lossless handover between gNBs even using different MRB mapping rule
Based on the method mentioned above, lossless handover for MBS sessions can be achieved between gNBs even if they use different QoS-flow-to-MRB mapping rule. Following is an example, and some questions on data forwarding are also discussed here.
Assume the mapping rules are:
· Source gNB: MRB#1: flow R + flow G, MRB#2: flow B;
· Target gNB (may not start MBS delivery yet): MRB#2: flow R, MRB#3: flow G + flow B.
And a UE is handed over from the source gNB toward the target gNB.


Figure 2: Method for loss handover for multicast sessions.
Step 0: The source gNB is delivering MBS packets and the UE is receiving them, ordinarily through PTM. The target gNB may be already delivering MBS packets, and may not be.
Step 1: The source gNB, based on e.g. measurement result, decides to hand over the UE toward the target gNB, and thus sends a Handover Request message.
NOTE 1: The source gNB may use a gNB-CU-CP/UP split architecture and thus the control plane part does not know the current PDCP SN status, for this case at least the Handover Request message does not contain any information on PDCP SN status.
Observation 1: The source gNB may use a gNB-CU-CP/UP split architecture and thus the control plane part does not know the current PDCP SN status, hence the Handover Request message cannot contain any information on PDCP SN status.
Proposal 5: Do not include any SN status for multicast within the Handover Request message if gNB-CU-CP/UP split architecture is used. PDCP SN status should be always delivered in the SN Status Transfer message for this case at least.
Step 2a–2b: If the multicast session subject of handover is not established yet at the target gNB, the target gNB triggers NG-U tunnel establishment with the core network. When the NG-U tunnel is established, the core network may firstly sends an “NG-U SN Sync PDU” toward the target gNB before sending the data packets, in order to indicate the sending status of every QoS flow over NG-U. The target gNB can then assign the PDCP COUNT correctly according to the method shown in Section 2.2, and may start to send these multicast packets over Uu for some reason (e.g. another UE joins).
Step 2: The target gNB replies with a Handover Request Acknowledgement message, which includes the assigned data forwarding addresses for MRB#1 and MRB#2. If the multicast session subject of handover is already established at the target gNB, the target gNB includes the receiving SN status, namely “target SN status”, into the Handover Response message, and then buffers all packets later received from the core network (i.e. does not delete them even if every UE under the target gNB has already successfully received them). The target gNB also temporarily establishes MRB#1 for this handed over UE in order to deliver the forwarded packet over Uu.
NOTE 2: Step 2 may happen before or after Step 2b.
NOTE 3: This “target SN status” should be generated according to the receiving status of every QoS flow over NG-U and the mapping rule at the source gNB. Assume that the NG-U QoS flow SN of next expected packet for each QoS flows is: 20 for flow R, 50 for flow G, and 100 for flow B, the “target SN status” should be set to 70 (= 20 + 50) for MRB#1 and 100 for MRB#2.
Proposal 6: The Handover Response message may contain a “target SN status” IE, which is generated according to the receiving status of every QoS flow over NG-U and the mapping rule at the source gNB, for the case that the multicast session has already been established when the considered handover takes place.
Step 3: The source gNB sends the RRCReconfiguration message toward the UE, triggering the execution phase of handover.
Step 4: At the same time, the source gNB sends the SN Status Transfer message toward the target gNB. The SN status for MRBs should be generated in a similar manner as the one for DRBs, e.g. MRBs with high reliability requirement are treated like AM DRBs. If the source gNB has already received the “target SN status” or the “late target SN status”, and for one MRB the (source) SN status is not lower than the (late) target SN status, the source gNB does not forward any packet for this MRB and sends an end marker directly; otherwise the source gNB starts data forwarding for this MRB, up to the PDCP COUNT indicated in the “target SN status” received in Step 2 or Step 4a.
Step 4a: After Step 2a, the target gNB sends a “Late Target SN Status Transfer” message toward the source gNB, which contains a “target SN status” similar to the one in Step 2 for the case that the multicast session is already established before handover.
NOTE 4: Step 4a may happen before or after Step 4.
NOTE 5: This “target SN status” should be generated according to the “NG-U SN Sync PDU” and the mapping rule at the source gNB. Assume that the NG-U SN status for each QoS flows contained in the “NG-U SN Sync PDU” is: 20 for flow R, 50 for flow G, and 100 for flow B, the “target SN status” should be set to 70 (= 20 + 50) for MRB#1 and 100 for MRB#2.
NOTE 6: The “Late Target SN Status Transfer” procedure is introduced so that the target gNB can reply with the Handover Request Acknowledgement message as early as for unicast-only UEs, i.e. no need to wait for the establishment of NG-U tunnel.
Proposal 7: Introduce a new message “Late Target SN Status Transfer”, which contains a “target SN status” IE generated according to the PDU proposed in Proposal 6 (or some identical information) and the mapping rule at the source gNB, for the case that the multicast session has not been established yet when the considered handover takes place.
Step 5: The UE accesses into the target gNB and sends an RRCReconfigurationComplete message. The target gNB then starts to sends the forwarded data toward the UE.
Step 6–7: The target gNB performs the Path Switch procedure with the core network.
Step 8: Upon receiving the end marker from the source gNB for every MRB subject of data forwarding, the target gNB sends the UE Context Release message toward the source gNB. For each MRB established at the target gNB, after every related forwarded packet is successfully delivered toward the UE, the target gNB sends an RRCReconfiguration message toward the UE in order to initialise the PDCP COUNT according to the new mapping rule, and then the UE can receive multicast packets through Uu PTM.
Step 8a–8b: The source gNB triggers the release of NG-U tunnel if needed.
Step 9: For MRB(s) established at the target gNB, after every related forwarded packet is successfully delivered toward the UE, the target gNB sends an RRCReconfiguration message toward the UE in order to (re-)initialise the PDCP COUNT according to the new mapping rule if applicable, and to release the old MRBs if applicable.
NOTE 7: In this example, both MRB#2 and MRB 3 need PDCP COUNT (re-)initialisation. For MRB#2, after every forwarded packet for MRB#1 (because it contains flow R) and MRB#2 (because it is also used in the source) is successfully delivered toward the UE, the target gNB sends an RRCReconfiguration message to the UE, reinitialise the PDCP COUNT for MRB#2 from 100 toward 20. For MRB#2, after every forwarded packet for MRB#1 (because it contains flow G) and MRB#2 (because it contains flow B) is successfully delivered toward the UE, the target gNB sends an RRCReconfiguration message to the UE, initialise the PDCP COUNT for MRB#3 as 150 (= 50 + 100), and release MRB#1. This design guarantees in-sequence delivery of every QoS flow.
Proposal 8: To reuse the existing PDCP COUNT initialising mechanism (already introduced by RAN2) over Uu for PDCP COUNT reinitialising.
Step 10: The UE responds with an RRCReconfigurationComplete message. Then the UE can receive multicast packets through Uu PTM.
Observation 2: Based on P2, P4, P5, P6, P7 and P8, lossless handover for MBS sessions can be achieved between gNBs by using a similar mechanism as unicast, even if the two gNBs use different QoS-flow-to-MRB mapping rule.
2.4. Alternative methods to synchronise
Considering the limited time in Rel-17 for MBS, we acknowledge that it is hardly possible to finish the specification work in this release for the method provided in Section 2.2 and 2.3. There are two alternative methods to get the PDCP SN synchronised, including:
· Lossless delivery is supported only if one-to-one mapping between QoS flows and MRBs is used.
· Lossless delivery is supported only if the method of “common gNB-CU-UP” is used, i.e. multiple gNB-CU-CPs (and gNB-DUs of course) shares a same gNB-CU-UP for MRB delivery.
The second alternative needs completely no enhancement over Stage 3 specs. Nevertheless the behaviour of MB-SMF needs adjusted, but this is necessary as long as it is possible that multiple gNB-CU-CPs share a same gNB-CU-UP:
· For the case that multiple gNB-CU-CPs contact with the same MB-SMF, when a later gNB-CU-CP “joins” a MBS session to get necessary CP context from the MB-SMF, the DL TNL address (if IP multicast is used) it provided will be an old one to which the MB-UPF is already sending DL multicast data. For this case the MB-SMF should figure out such oldness and skip the MB-N4 signalling. And likewise, for the case of RAN node “leaving”, the MB-SMF shall only send an MB-N4 signalling to remove a DL TNL address only if this DL TNL address is not used by any gNB as far as the MB-SMF knows.
· For the case that multiple gNB-CU-CPs contact with different MB-SMFs but the MB-UPF is shared (we are not sure whether this case is supported as of SA2), it should be the MB-UPF to take the case of gNB-CU-UP sharing into consideration. The detail behaviour of the MB-UPF for this case is similar to the one of the MB-SMF for the prior case.
Observation 3: The method of “common gNB-CU-UP” can work without any enhancement on Stage 3 RAN specs.
Proposal 9: Do not support any enhancement on Stage 3 RAN specs for the method of “common gNB-CU-UP”.
The first alternative, on the other side, requires Proposal 5, 6 and 7 as well. And whether Proposal 8 is needed also depends on technical details. Considering the fact that the “flexible mapping” method is technically compatible with this alternative, this alternative is acceptable for us.
Proposal 10: Proposal 5, 6, 7 (and maybe 8 for some case) is proposed even if lossless delivery is only supported for “one-to-one mapping” scenario.
Following is a brief impact analysis for the proposals raised above and the applicability for the “one-to-one mapping” alternative:
	Proposal
	Impacts
	Applicability for “flexible mapping” method
	Applicability for “one-to-one mapping” method

	P2
	No impact on ASN.1.
Impact on TS 38.415.
Impact on gNB behaviour.
Impact on MB-UPF behaviour.
	Yes.
	Partly yes.
The impact on gNB is slightly smaller.
The impact on MB-UPF is the same.

	P3
	No impact on ASN.1.
Impact on TS 38.415.
Impact on gNB behaviour.
Impact on MB-UPF behaviour.
	Optional.
Can work well without this proposal.
	No.

	P4
	No impact on ASN.1 or TS 38.415.
May impact network behaviours.
	Yes.
	No.

	P5
	No impact on ASN.1 or TS 38.415.
Impact network behaviour.
	Yes.
	Yes.

	P6
	Impact ASN.1.
	Yes.
	Yes.

	P7
	Impact ASN.1.
	Yes.
	Yes.

	P8
	No impact on ASN.1 or TS 38.415.
Impact network and UE behaviour.
	Yes.
	Depends on RAN2 method selection.



We can observe that there is not much difference on impact between the “flexible mapping” method and the “one-to-one” mapping method, e.g. the impact on ASN.1 is exactly the same and the impact on TS 38.415 can also be exactly the same. That is to say, once the “one-to-one” mapping method is supported, the “flexible mapping” method can come almost for free.
3. Conclusion
Proposal 1: It should be confirmed that flexible QoS-flow-to-MRB mapping (up to the implementation of each NG-RAN node) applies for high-reliability multicast QoS flows.
Proposal 2: The PDCP COUNT of an MRB should be synchronised by adding up every per-QoS-flow N3mb Sequence Number of each QoS flow which is mapped to this MRB, and thus no need to limit the QoS-flow-to-MRB mapping.
Proposal 3: RAN3 is proposed to discuss whether the MB-UPF can send a PDU containing the “next” N3mb QFI SN for each QoS flow, toward the gNB which just joins an MBS session, in order to reduce the number of forwarded packet.
Proposal 4: RAN3 is proposed to confirm that the gNBs may use the GTP-U SNs to discover N3mb out-of-order delivery, and may perform N3mb packet reordering before assigning PDCP COUNTs, so that the PDCP COUNTs assigned by different gNBs for the same multicast packet can be guaranteed to be the same, as long as these gNBs use the same QoS-flow-to-MRB mapping rule.
Observation 1: The source gNB may use a gNB-CU-CP/UP split architecture and thus the control plane part does not know the current PDCP SN status, hence the Handover Request message cannot contain any information on PDCP SN status.
Proposal 5: Do not include any SN status for multicast within the Handover Request message if gNB-CU-CP/UP split architecture is used. PDCP SN status should be always delivered in the SN Status Transfer message for this case at least.
Proposal 6: The Handover Response message may contain a “target SN status” IE, which is generated according to the receiving status of every QoS flow over NG-U and the mapping rule at the source gNB, for the case that the multicast session has already been established when the considered handover takes place.
Proposal 7: Introduce a new message “Late Target SN Status Transfer”, which contains a “target SN status” IE generated according to the PDU proposed in Proposal 6 (or some identical information) and the mapping rule at the source gNB, for the case that the multicast session has not been established yet when the considered handover takes place.
Proposal 8: To reuse the existing PDCP COUNT initialising mechanism (already introduced by RAN2) over Uu for PDCP COUNT reinitialising.
Observation 2: Based on P2, P4, P5, P6, P7 and P8, lossless handover for MBS sessions can be achieved between gNBs by using a similar mechanism as unicast, even if the two gNBs use different QoS-flow-to-MRB mapping rule.
Observation 3: The method of “common gNB-CU-UP” can work without any enhancement on Stage 3 RAN specs.
Proposal 9: Do not support any enhancement on Stage 3 RAN specs for the method of “common gNB-CU-UP”.
Proposal 10: Proposal 5, 6, 7 (and maybe 8 for some case) is proposed even if the method of “one-to-one mapping” is used.
Based on the proposal, we draft one TP on TS 38.300 and one reply LS toward SA2 [2].
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