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Introduction

The Work Item on Enhancement for RAN slicing [1] is starting as planned in 21Q4 at RAN3#113.

It addresses two main items:

· Follow-up of the conclusions of the RAN study on Enhancement for RAN slicing [1];

· Implementation of the SA2 eNS Phase2 affecting RAN3. 
This paper addresses the second item and more precisely the Slice MBR enforcement, focusing on E1 and F1 aspects (split gNB). 
The following agreements were reached at last RAN3#114:. 

For CU-DU split architecture:
The CU-CP decides the split of DL Slice MBR bit rate limit among the CU-UP(s). The CU-UP enforces the respective CU-UP DL Slice MBR bit rate limit. 

The CU-CP decides the split of UL Slice MBR bit rate limit among the DU(s). The DU enforces the respective DU UL Slice MBR bit rate limit.

FFS on Lack of S-MBR Enforcement at the RAN .

At last RAN3#114bis, the following agreements were reached:

To carry UE slice MBR information in the following messages of XnAP:

-HANDOVER REQUEST

-S-NODE ADDITION REQUEST

-S-NODE MODIFICATION REQUEST

-RETRIEVE UE CONTEXT RESPONSE

To carry UE slice MBR information in the following messages of F1AP:

-UE CONTEXT SETUP REQUEST

-UE CONTEXT MODIFICATION REQUEST

To carry UE slice MBR information in the following messages of E1AP

-BEARER CONTEXT SETUP REQUEST

-BEARER CONTEXT MODIFICATION REQUEST

This is one remaining issue as follows:

To be continued: Whether to signal event from NG-RAN to Core network, i.e. the event that S-MBR cannot be enforced.

Discussion
Signalling of Slice MBR from gNB-CU to DU

Similar to NG interface, it would be much more cumbersome to piggy-back the Slice-MBR of any S-NSSAI associated with a DRB in every operation of DRB setup, DRB modification, or DRB release. In addition to the inefficiency, there is also an obvious redundancy: whenever a second DRB is setup belonging to the same PDU session and slice, then the same Slice-MBR is sent again.

Therefore, in the spirit of SA2, the Slice-MBR is associated to the UE context. This is why RAN3#114bis decided to just add a Slice MBR List IE into the F1 UE Context Setup Request and F1 UE Context Modification Request. 

Proposal 1: confirm the encoding of the Slice MBR as a Slice MBR List IE added into the F1 UE Context Setup Request and F1 UE Context Modification Request messages.

Lack of Uplink S-MBR Enforcement in the DU
Like for UE-AMBR it was decided that CU UP enforces the DL Slice MBR and DU enforces the UL SMBR.

The decision to have the DU enforcing the UL S-MBR was made by RAN2 in order to have a fine handling of the UE-SMBR by gNB scheduling appropriately the uplink grants. This avoids UE impacts. The MAC in the DU can take care of this scheduling aspect. 
RAN2's view is that SMBR enforcement can be provided by configuring different resources per slice. A solution for support of the UL SMBR without different resources will require further study in RAN2. 

This means that as long as the number of slices for a UE for which an S-MBR has been received is not too high, there is no issue to enforce the UE-Slice-MBR by the scheduler.
Observation 1: The case of lack of S-MBR uplink enforcement would correspond to rare situations where a UE would have multiple slices allocated with an S-MBR to enforce siulateously and at same time multiple PDU sessions for each of these slices where the sum of PDU Session UL AMBR exceeds the UL UE-Slice MBR.

A solution to handle such case was proposed at RAN3#14 in tdoc [3] which is for gNB to inform the AMF to trigger the PCF method instead, dynamically.

However, it should be reminded that the PCF method starts by severely fragmenting the maximum bit rate even before the session starts and is therefore suboptimal compared to the NG-RAN based method, as was demontarted during RAN3#111. Details are recalled in annex A.
Then the solution would require a complex signaling scheme which was not envisioned by SA2 as follows: 

Tdoc [3] Solution : gNB -> AMF -> PCF -> SMF(s) -> AMF -> UE  (enforcement)

Therefore, if the need for a more dynamic solution would be desired, which is not proven yet, a much simpler solution would be for the gNB to shape the uplink traffic itself. gNB has itself the information of lack of S-MBR enforcement an can act more efficiently immediately compared to gNB informing AMF, AMF informing PCF, PCF segmenting the maximum bit rate across the PDU sessions and asking the SMFs which ask the UE throught the AMF again. 

Observation 2: it is more efficient to let gNB shape the uplink traffic at DRB level in the rare cases where the scheduler cannot enforce it, than resorting to involve core network nodes.
Therefore if the potential lack of S-MBR enforcement would happen it should be by the following options which could be left for operator choice in their network:
Option 1: static approach whereby the core network does not set more than N slices of the Allowed NSSAI subject to S-MBR enforcement for a given UE i.e. the AMF is configured that if a UE has more than N slices with S-MBR in the Allowed NSSAI the PCF method is used for this UE. 

Option 2: dynamic approach where gNB shapes the uplink traffic at DRB level whenever the scheduler cannot enforce the uplink traffic.
NOTE: for option 2, in case of split gNB the DRB level shaping would be in the CU which means some signaling is required but limited to DU informing CU to shape the uplink traffic. This would still be much more efficient than the solution in tdoc [3]:
Option 2: DU -> CU CP -> CU UP (enforcement)
Tdoc [3] : DU -> CU CP -> AMF -> PCF -> SMF(s) -> AMF -> UE  (enforcement)

Proposal 2: agree that the lack of S-MBR enforcement in the NG-RAN can be tackled by one of the two options:

Option 1: static approach whereby the core network does not set more than N slices of the Allowed NSSAI subject to S-MBR enforcement for a given UE i.e. the AMF is configured that if a UE has more than N slices with S-MBR to enforce in the Allowed NSSAI then the PCF method is used for this UE. 

Option 2: dynamic approach where gNB shapes the uplink traffic at DRB level whenever the scheduler cannot enforce the uplink traffic.

Conclusion

This paper has proposed:
Proposal 1: confirm the encoding of the Slice MBR as a Slice MBR List IE added into the F1 UE Context Setup Request and F1 UE Context Modification Request messages.

Proposal 2: agree that the lack of S-MBR enforcement in the NG-RAN can be tackled by one of the two options:

Option 1: static approach whereby the core network does not set more than N slices of the Allowed NSSAI subject to S-MBR enforcement for a given UE i.e. the AMF is configured that if a UE has more than N slices with S-MBR to enforce in the Allowed NSSAI then the PCF enforcement method is used for this UE instead of the NG-RAN enforcement method. 

Option 2: dynamic approach where gNB shapes the uplink traffic at DRB level whenever the scheduler cannot enforce the uplink traffic.

Proposal 3: if option 2 is required, agree the TP below for TS 38.473 and TS 38.463 in [4].
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8.3.7.1
General

The purpose of the Notify procedure is to enable the gNB-DU to inform the gNB-CU that the QoS of an already established GBR DRB cannot be fulfilled any longer or that it can be fulfilled again. It may also be used to notify that the Slice-MBR enforcement cannot be fulfilled. The procedure uses UE-associated signalling.

8.3.7.2
Successful Operation
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Figure 8.3.7.2-1: Notify procedure. Successful operation. 

The gNB-DU initiates the procedure by sending a NOTIFY message. 

The NOTIFY message shall contain the list of the GBR DRBs associated with notification control for which the QoS is not fulfilled anymore or for which the QoS is fulfilled again by the gNB-DU. The gNB-DU may also indicate an alternative QoS parameters set which it can currently fulfil in the Current QoS Parameters Set Index IE.
Upon reception of the NOTIFY message, the gNB-CU may identify which are the affected PDU sessions and QoS flows. The gNB-CU may inform the 5GC that the QoS for these PDU sessions or QoS flows is not fulfilled any longer or it is fulfilled again.
The NOTIFY message may contain the list of S-NSSAIs for which the Slice-MBR cannot be fulfilled by the gNB-DU. Upon reception of the NOTIFY message, the gNB-CU may identify the S-NSSAIs for which the Slice-MBR cannot be fulfilled by the gNB-DU and may request the gNB-CU UP to shape the traffic accordingly.
Not modified
9.2.2.13

NOTIFY

This message is sent by the gNB-DU to notify the gNB-CU that the QoS for already established DRBs associated with notification control is not fulfilled any longer or it is fulfilled again.

Direction: gNB-DU ( gNB-CU
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	ignore

	gNB-CU UE F1AP ID
	M
	
	9.3.1.4
	
	YES
	reject

	gNB-DU UE F1AP ID
	M
	
	9.3.1.5
	
	YES
	reject

	DRB Notify List
	
	1
	
	Shall be ignored if the Slice-MBR Notify List is present.
	YES
	reject

	>DRB Notify Item IEs
	
	<1 .. maxnoofDRBs>
	
	
	EACH
	reject

	>>DRB ID
	M
	
	9.3.1.8
	
	-
	

	>>Notification Cause
	M
	
	ENUMERATED(Fulfilled, Not-Fulfilled, ...)
	
	-
	

	>>Current QoS Parameters Set Index
	O
	
	Alternative QoS Parameters set Notify Index

9.3.1.124
	Index to the currently fulfilled alternative QoS parameters set. Value 0 indicates that NG-RAN cannot even fulfil the lowest alternative parameter set.
	YES
	ignore

	Slice MBR Notify List
	
	0..1
	
	
	YES
	reject

	>Slice MBR Notify Item IEs
	
	1 .. maxnoofS-NSSAIs>
	
	
	EACH
	reject

	>>S-NSSAI
	M
	
	9.3.1.38
	
	-
	

	>>Slice Notification Cause
	M
	
	ENUMERATED(S-MBR not-Fulfilled, ...)
	
	-
	


	Range bound
	Explanation

	maxnoofDRBs
	Maximum no. of DRB allowed towards one UE, the maximum value is 64. 


Not modified

9.4.4
PDU Definitions

-- ASN1START 

-- **************************************************************

--

-- PDU definitions for F1AP.

--

-- **************************************************************

F1AP-PDU-Contents { 

itu-t (0) identified-organization (4) etsi (0) mobileDomain (0) 

ngran-access (22) modules (3) f1ap (3) version1 (1) f1ap-PDU-Contents (1) }

DEFINITIONS AUTOMATIC TAGS ::= 

BEGIN

Not modified


Served-Cells-To-Modify-Item,

ServingCellMO,

SMBR-Notify-Item,


SRBID,


SRBs-FailedToBeSetup-Item,

Not modified


id-ServCellIndex,

id-ServingCellMO,

id-SMBR-Notify-Item,


id-SMBR-Notify-List,


id-SpCell-ID,


id-SpCellULConfigured,


id-SRBID,

Not modified


maxnoofULUPTNLInformationforIAB,


maxnoofUPTNLAddresses,


maxnoofSLDRBs,


maxnoofTRPInfoTypes,


maxnoofTRPs


maxnoofSNSSAIs

FROM F1AP-Constants;

Not modified

-- **************************************************************

--

-- Notify

--

-- **************************************************************

Notify ::= SEQUENCE {


protocolIEs


ProtocolIE-Container       {{ NotifyIEs}},


...

}

NotifyIEs F1AP-PROTOCOL-IES ::= {


{ ID id-gNB-CU-UE-F1AP-ID




CRITICALITY reject
TYPE GNB-CU-UE-F1AP-ID





PRESENCE mandatory
}|


{ ID id-gNB-DU-UE-F1AP-ID




CRITICALITY reject
TYPE GNB-DU-UE-F1AP-ID





PRESENCE mandatory
}|


{ ID id-DRB-Notify-List





CRITICALITY reject
TYPE DRB-Notify-List





PRESENCE mandatory
}|


{ ID id-SMBR-Notify-List





CRITICALITY ignore
TYPE SMBR-Notify-List





PRESENCE optional
},


...

}

DRB-Notify-List::= SEQUENCE (SIZE(1.. maxnoofDRBs)) OF ProtocolIE-SingleContainer { { DRB-Notify-ItemIEs } }

DRB-Notify-ItemIEs F1AP-PROTOCOL-IES ::= {


{ ID id-DRB-Notify-Item


CRITICALITY reject
TYPE DRB-Notify-Item

PRESENCE mandatory},


...

}

SMBR-Notify-List::= SEQUENCE (SIZE(1.. maxnoofSNSSAIs)) OF ProtocolIE-SingleContainer { { SMBR-Notify-ItemIEs } }

SMBR-Notify-ItemIEs F1AP-PROTOCOL-IES ::= {


{ ID id-SMBR-Notify-Item


CRITICALITY reject
TYPE SMBR-Notify-Item

PRESENCE mandatory},


...

}

-- **************************************************************

Not modified

9.4.5
Information Element Definitions

-- ASN1START 

-- **************************************************************

--

-- Information Element Definitions

--

-- **************************************************************

F1AP-IEs {

itu-t (0) identified-organization (4) etsi (0) mobileDomain (0) 

ngran-access (22) modules (3) f1ap (3) version1 (1) f1ap-IEs (2) }

DEFINITIONS AUTOMATIC TAGS ::= 

BEGIN
Not modified
SNSSAIAvailableCapacity-Item ::= SEQUENCE {


sNSSAI

SNSSAI,


sliceAvailableCapacityValueDownlink
INTEGER (0..100)
OPTIONAL, 


sliceAvailableCapacityValueUplink
INTEGER (0..100)
OPTIONAL,


iE-Extensions



ProtocolExtensionContainer { { SNSSAIAvailableCapacity-Item-ExtIEs } }
OPTIONAL

}

SNSSAIAvailableCapacity-Item-ExtIEs
F1AP-PROTOCOL-EXTENSION ::= {


...

}

Slice-Notification-Cause ::= ENUMERATED {SMBR-not-fulfilled, ...}

SliceSupportList ::= SEQUENCE (SIZE(1.. maxnoofSliceItems)) OF SliceSupportItem

SliceSupportItem ::= SEQUENCE {


sNSSAI
SNSSAI,


iE-Extensions



ProtocolExtensionContainer { { SliceSupportItem-ExtIEs } }
OPTIONAL

}

SliceSupportItem-ExtIEs
F1AP-PROTOCOL-EXTENSION ::= {


...

}

Not modified
Slot-Configuration-List ::= SEQUENCE (SIZE(1.. maxnoofslots)) OF Slot-Configuration-Item

Slot-Configuration-Item ::= SEQUENCE {


slotIndex



INTEGER (0..5119, ...),


symbolAllocInSlot

SymbolAllocInSlot,


iE-Extensions
ProtocolExtensionContainer { { Slot-Configuration-ItemExtIEs } }
OPTIONAL

}

Slot-Configuration-ItemExtIEs
F1AP-PROTOCOL-EXTENSION ::= {


...

}

SNSSAI ::= SEQUENCE {


sST


OCTET STRING (SIZE(1)),


sD


OCTET STRING (SIZE(3)) 
OPTIONAL
,


iE-Extensions



ProtocolExtensionContainer { { SNSSAI-ExtIEs } }
OPTIONAL

}

SNSSAI-ExtIEs
F1AP-PROTOCOL-EXTENSION ::= {


...

}

SMBR-Notify-Item ::= SEQUENCE {


sNSSAI


SNSSAI,


slice-notification-Cause
Slice-Notification-Cause,


iE-Extensions
ProtocolExtensionContainer { { SMBR-Notify-ItemExtIEs } }
OPTIONAL,


...

}

SMBR-Notify-ItemExtIEs 
F1AP-PROTOCOL-EXTENSION ::= {


...

}

SpatialDirectionInformation ::= SEQUENCE {


nR-PRSBeamInformation


NR-PRSBeamInformation,


iE-Extensions




ProtocolExtensionContainer { { SpatialDirectionInformation-ExtIEs } } OPTIONAL

}

SpatialDirectionInformation-ExtIEs F1AP-PROTOCOL-EXTENSION ::= {


...

}

Not modified

9.4.7
Constant Definitions

-- ASN1START 

-- **************************************************************

--

-- Constant definitions

--

-- **************************************************************

F1AP-Constants { 

itu-t (0) identified-organization (4) etsi (0) mobileDomain (0) 

ngran-access (22) modules (3) f1ap (3) version1 (1) f1ap-Constants (4) } 

DEFINITIONS AUTOMATIC TAGS ::= 

BEGIN

Not modified

maxNoOfMeasTRPs






INTEGER ::= 64

maxnoofPRSresourceSets




INTEGER ::= 8

maxnoofPRSresources





INTEGER ::= 64
maxnoofSNSSAIs






INTEGER ::= 8

Not modified

id-SCGIndicator









ProtocolIE-ID ::= 432

id-EstimatedArrivalProbability





ProtocolIE-ID ::= 433
id-TRPType










ProtocolIE-ID ::= 434
id-SRSSpatialRelationPerSRSResource




ProtocolIE-ID ::= 435
id-SMBR-Notify-Item








ProtocolIE-ID ::= xxx
id-SMBR-Notify-List








ProtocolIE-ID ::= xxx
END

-- ASN1STOP 

ANNEX A: COMPARISON of PCF Enforcement method and NG-RAN Enforcement method
PCF Method: Solution 37: solution 37 is primarily a non-RAN based solution
Solution 37 foresees management of the multiple PDU sessions of same slice by a same SMF even though they go through different UPFs.

In solution 37, the SMF policies the traffic at admission control, which means whenever:

1.
A new PDU Session associated with the network slice is being established; or

2.
An existing PDU session associated with the network slice is undergoing PDU Session Modification to add, modify or delete GBR flows, or to modify the session-AMBR value.

At each admission control of a new PDU Session, the SMF calculates which S-AMBR (Session-AMBR) it can allocate for the new PDU session taking into account the S-MBR. One can assume that the SMF computes a new SABR (slice actual bit rate) equal to the sum of current S-AMBR for all active PDU sessions (according to solution 37 deactivated PDU sessions would not be counted) including the newly requested one. If that SABR overcomes the SMBR value, then the PDU session will be admitted by setting the S-AMBR to a lower value.

We assume that if this doesn’t suffice the MFBR is reduced down to the GFBR. If this doesn’t suffice the new PDU session request is rejected.

We think that this solution doesn’t allow to satisfy the SLA contracted for the S-MBR.
Just taking an example: PDU sessions 1, 2, 3 belong to same slice. S-MBR=200 Mb/s.

Admission control

PDU session 1, S-AMBR already setup with 100 Mb/s

PDU Session 2, S-AMBR already setup with 80 Mb/s 

PDU session 3,  S-AMBR requested at setup with 80 Mb/s.
With solution 1, the PDU session 3 will be accepted with S-AMBR downgraded to 20 Mb/s instead of 80 Mb/s.

Transmission

However, at any point in time if e.g. the traffic over PDU session 2 is at 20 Mb/s then

·  the traffic over PDU session 1 is at 100 Mb/s

· The traffic over PDU session 2 is at 20 Mb/s, 

· The traffic over PDU session 3 is throttled at 20 Mb/s

The total traffic will be 140 Mb/s even though more traffic could have been sent over PDU session 3. The SLA of S-AMBR of PDU session 3 is not fulfilled due to the unnecessary limitation at admission of PDU session 3.

Conclusion: the PCF metgod (solution 37) does not respect the contract with the customer and the concept of session-AMBR. Indeed, session-AMBR is a subscription value and it should be still allowed when no competing traffic constrains the rate of the PDU session. In principle the customer could complain that a PDU session is over-limited compared to its contract.

NG-RAN solution: Solution 22: RAN based solution
Solution 22 instead works like the UE-AMBR solution agreed in release 15. The impact to NG-RAN is that 5GC sends the S-MBR to the NG-RAN and NG-RAN will throttle the traffic if it goes beyond the S-MBR.

Therefore, when a PDU session does not transmit up to its maximum, the available bit rate can be reused by another PDU session of same slice and fulfil the S-MBR of the SLA.

Taking same example as above with PDU sessions 1, 2, 3 belong to same slice. S-MBR=200 Mb/s
Admission control

PDU session 1, S-AMBR already setup with 100 Mb/s

PDU Session 2, S-AMBR already setup with 80 Mb/s 

PDU session 3,  S-AMBR requested at setup with 80 Mb/s.
With solution 1, the PDU session 3 will be accepted with S-AMBR at 80 Mb/s, even though the sum of S-MBR makes 260 Mb/s > 200 Mb/s.

Transmission

However, at any point in time if e.g. the traffic over PDU session 2 is at 20 Mb/s then

·  the traffic over PDU session 1 is at 100 Mb/s

· The traffic over PDU session 2 is at 20 Mb/s, 

· The traffic over PDU session 3 can go up to 80 Mb/s

As can be seen 80 Mb/s can flow over PDU session 3 while respecting the SLA of S-MBR at 200 Mb/s. There is no need to throttle unnecessarily the PDU session 3. 

This solution is much more efficient and respect the SLA at 200 Mb/s.

Of course, if traffic over PDU session 2 goes higher up to 80 Mb/s, then NG-RAN will throttle PDU session 3 at 20 Mb/s in order to respect the SLA of S-MBR at 200 Mbs.

Conclusion: the NG-RAN Enforcement method (Solution 22) is aligned with current UE-AMBR principles and can fulfil SLA requirements of S-MBR per UE without unnecessary limitation of the bit rate of PDU sessions.

Discussion with DC
Scenario : 2 PDU Sessions 

PDU session 1: Session-AMBR= 100 Mbps

PDU session 2: Session AMBR= 100 Mbps

S-MBR=120 Mbps

Solution 37 (PCF Method)
Admission control

PDU session 1 first admitted session AMBR= 100 Mbps

PDU Session 2 setup (S-MBR split by PCF, enforcement in UPF at 20 Mbps) admitted in RAN at 20 Mbps 
Let say incoming traffic of 30 Mbps on PDU session 1

Without DC: 

max possible rate = 30 (PDU session 1) + 20 (PDU session 2)= 50 Mbps

With DC: e.g. PDU session 2 on SN
Max possible rate = 30 (PDU session 1) + 20 (PDU session 2)= 50 Mbps

PDU session 2 cannot deliver more than 20 Mbps. This is independent from DC or not. Solution 37 delivers low performance in all cases.
Solution 22 (NG-RAN Method)
Admission control

PDU session 1 first admitted session AMBR= 100 Mbps

PDU Session 2 setup (non-filtered by PCF, enforcement in UPF at 100 Mbps) admitted in RAN at 100 Mbps
Let say incoming traffic of 30 Mbps on PDU session 1

Without DC: 

max possible rate = 30 (PDU session 1) + 90 (PDU session 2)= 120 Mbps

With DC: e.g. PDU session 2 in SN
MN can decide same blind S-MBR split as solution 37: i.e. 100 Mbps S-MBR for PDU session 1 in MN and 20 Mbps S-MBR for PDU session 2 in SN.
Then Max possible rate = 30 (PDU session 1) + 20 (PDU session 2) = 50 Mbps

But MN can flexibly decide other split of S-MBR: 30 Mbps for PDU session 1 in MN and 90 Mbps for PDU session 2 in SN

Max possible bit rate =  30 (PDU session 1) + 90 (PDU session 2) = 120 Mbps
Comparison table 

	
	Max possible bit rate without DC
	Max possible bit rate with DC

	Solution 37
	50 Mbps
	50 Mbps

	Solution 22
	120 Mbps
	Between 50 and 120 Mbps depending of MN split of S-MBR


Conclusion 

From the table, it can be seen that:

· Without DC solution 22 (NG-RAN method) always offers significant higher bit rate than solution 37 (PCF method),

· With DC solution 22 (NG-RAN method) loses part of its efficiency but still remain always better than solution 37 (PCF method).

In summary, the main drawback of solution 37 (PCF method) is that it always offers the lower performance of DC even when DC is not used.
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