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1	Introduction
[bookmark: _Hlk94186059]The study item Enhancement for Data Collection for NR and EN-DC has progressed 3 use cases individually over the past several meetings. Each use case has open issues and errors that need to be resolved before the end of the study which is after this meeting. This contribution tries to address those aspects to help complete the study. 
2	Discussion
2.1 Predicted resource status information output
In the input section for load balancing, we have the following text in blue:
From neighbour NG-RAN Nodes:
· …
· Predicted neighbour resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
In the output section for load balancing, we have the following:
· Predicted own resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Predicted resource status information signalled from neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· ….
The second output in red is predicted RSI signalled from neighbor NG-RAN node(s), how can an output for an AI/ML model in NG-RAN node 1 be messages signalled from NG-RAN node 2 and 3?
It is clear that NG-RAN node 2 and NG-RAN node 3 etc. can send as an input into the model (blue text above) its predicted RSI but can’t signal it as an output. 
At RAN3#114bis-e a proposal was made to fix this miswording, and 2 negative comments were received in the SOD 
For 9, so the intention of this change is that the prediction info could come from some places other than neighbor node? As commented, we don’t think the need for the UE to provide prediction info.
Comment – no – the prediction is made by the model in NG-RAN node 1 not the UE or anything else, an output for a model in NG-RAN node 1 is one made by it. 
For 9, it’s the neighboring node’s responsibility to predict its own resource status and send such information when requested. Thus, the wording in the current TP is ok.
Comment – agreed it is the neighbouring node (NG-RAN node 2) responsibility to predict its own resource status – but that is an input into the model in NG-RAN node 1 and is already captured (blue text), this is the output section we are discussing. 
Therefore, it is clear that the bullet needs some adjustment, other formulations are possible but it is clear that the status quo is not correct. 
Proposal 1: The current 3rd bullet in 5.2.2.5 can’t be correct, the output of the algorithm in NG-RAN node 1 can’t be a message from NG-RAN node 2. Therefore, the text should be changed to:
•	Predicted resource status information signalled from for neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP signalled as input from neighbour NG-RAN nodes. 
2.2 FFS on Locations of Model Training and Inference
There is an FFS in section 5.2.2.1
Other possible locations of the AI/ML Model Inference are FFS.  
To align with the other use cases and the fact that in future releases we can explore other locations it is cleanest to just delete the sentence.
Proposal 2: To align with the other use cases delete the following sentence from section 5.2.2.1: 
Other possible locations of the AI/ML Model Inference are FFS.
2.3 FFS on Validity Time as Output
The validity time of the prediction when made in NG-RAN node 1 and then acted upon in NG-RAN node 1 is less critical then if NG-RAN node 1 predicted and then is dependent on NG-RAN node 2 to act within a validity window. We should also consider that the deployed models may be called upon for inference purposes at unknown rates, depending on the target optimization taking place. For example, the gNB may infer an output (to be executed upon within a validity time), but then receive a measurement report where it realizes the UE situation has completely changed. Therefore, there are other ways to consider the validity of the predictions, not necessarily by standardizing a parameter for it. So, we feel this could or could not be included as an output. We feel it is worth pointing out that there is a similar quantity addressed in the other use cases. We propose that either way, the decision to keep this should be synchronized with the Energy Savings use case. 
Proposal 3: Align the existence and description (if any) of Validity time as an output in the load balancing use case with the energy savings use case. The options are:
a. Remove “Validity time” as an output.
b. Remove “FFS” and keep it as an output.
c. Replace “FFS” with “Validity time (internal node use only)”.
d. Replace “FFS” with “Validity time use outside the internal node will be discussed during the work item phase”.
We propose option c, to recognize it as a parameter but used internally for this use case. However, we can accept any of the other options if aligned with the energy savings use case. 
2.4 Standards Impact – FFS on Load predictions
The following FFS is in the standards impact section discussing load predictions:
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.   
Since this procedure will be finalized during the work item phase the proposal is to modify the paragraph as follows:
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure will be determined during the work item phase.
Proposal 4: In the Standards impact section remove the FFS about load prediction by modifying:
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.
To
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS. will be determined during the work item phase.
2.5 Standards Impact – FFS on new UE measurements
The standards impact section has the following sentence:
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). FFS on whether new UE measurements are needed.
It is clear that the scope of the study has not, so far, included new measurements. However, new measurements or new parameters in mobility procedures have not been ruled out yet, but more importantly, they haven't been studied either. This makes it clear that there isn’t yet an understanding of whether the current measurement framework is able to provide enough data for proper model training. Model training in supervised learning is renowed for requiring in many instances large amounts of data. It is also well known that some data features in training phase are more highly correlated to the target prediction, than others. It is therefore fundamental that this study is at the very least kept open, under penalty that some target optimizations cannot be executed properly, based on the lack of completeness and low quantity of the collected data. Excluding a further assessment related to UE generated data, when in all use cases, it is the “RRC Measurement Report” message that is being used to transport this UE generated data, is an unnecessary limitation with plenty of potential to create difficulties when creadting proper datasets that network nodes can use to train models or even to perform inference. 
We consider this a fundamental requirement for all the AI/ML use cases – to at least study whether new UE measurements or parameters are needed to be considered, especially in the context of the content of the "RRC Measurement Report” message.
We therefore propose two options for this FFS to be removed:
Proposal 5: 
a. [bookmark: _Hlk94883019]In the standards impact section remove the FFS in “FFS on whether new UE measurements are needed”, by changing it to: “Whether new measurements are needed for input or new parameters for the existing mobility procedures are needed due to AI/ML model impacts or feedback is to be discussed during the work item phase.” This should be aligned with the decision made for other use cases. 
b. Alternatively, and because this is true for the other use cases, the whole line should be deleted here and a general statement like the proposed could be put in a general section the best one being the conclusion section.
We favour option b, but will accept option a.
2.6 Standards Impact – FFS on MDT/RRM Enhancements
It is clear that the scope of the study has not, so far, included new measurements. However, new measurements or new parameters in mobility procedures have not been ruled out yet, but more importantly, they haven't been studied either. This makes it clear that there isn’t yet an understanding of whether the current measurement framework is able to provide enough data for proper model training. 
RRM enhancements can be beneficial to enrich the dataset capabilities for model training for many target optimizations. For example, model training in supervised learning can require large amounts of data and some of the features in training phase are more highly correlated to the target prediction, than others. Therefore, enhancements linked to the collected data will be required for at least some cases. 
MDT enhancements can also be beneficial for data collection purposes for both IDLE and INACTIVE states, via logged MDT and for CONNECTED state, via immediate MDT. There is no reason to limit the scope of data collection to measurement reports for CONNECTED devices as it is clear, based on the current measurement framework, that IDLE and INACTIVE UEs can be useful in this process. 
It is therefore fundamental that during the Working Item phase, that RAN2 has a chance to evaluate the RRM/MDT framework to handle the demands of the AI/ML framework. The penalty would be that some target optimizations cannot be executed properly based on the lack of completeness, low quantity of the collected data and limiting the dataset creation to measurement reports will certainly make this process slower by design, by limiting the group of UEs that can provide valuable information. 
Proposal 6: Remove the FFS in “•	(FFS) MDT/RRM enhancement in order to collect consecutive UE information.” and change it to: “MDT/RRM enhancements on improving AI/ML model impacts to be discussed during the work item phase”.
2.7 Fix of Model training description in 5.2.2.2 and 5.2.2.3
In both the OAM and NG-RAN node training sections similar text is used but is not complete.
In the OAM case:
Step 4: AI/ML Model Training is located at OAM. The required measurements are leveraged to train the AI/ML models for load balancing.
In the NG-RAN case:
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements are leveraged to train the AI/ML model. 
However, input data from NG-RAN node 2 is also used to train the model so the second sentence in both sections needs enhancement:
The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model. 
Proposal 7: The second sentence in step 4 in 5.2.2.2 and step 5 in 5.2.2.3 should be changed to: 
The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.
3	Conclusion
Our Proposals
Proposal 1: The current 3rd bullet in 5.2.2.5 can’t be correct, the output of the algorithm in NG-RAN node 1 can’t be a message from NG-RAN node 2. Therefore, the text should be changed to:
•	Predicted resource status information signalled from for neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP signalled as input from neighbour NG-RAN nodes. 
Proposal 2: To align with the other use cases delete the following sentence from section 5.2.2.1: 
Other possible locations of the AI/ML Model Inference are FFS.
Proposal 3: Align the existence and description (if any) of Validity time as an output in the load balancing use case with the energy savings use case. The options are:
a. Remove “Validity time” as an output.
b. Remove “FFS” and keep it as an output.
c. Replace “FFS” with “Validity time (internal node use only)”.
d. Replace “FFS” with “Validity time use outside the internal node will be discussed during the work item phase”.
We propose option c, to recognize it as a parameter but used internally for this use case. However, we can accept any of the other options if aligned with the energy savings use case. 
Proposal 4: In the Standards impact section remove the FFS about load prediction by modifying:
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS.
To
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS. will be determined during the work item phase.
Proposal 5: 
a. In the standards impact section remove the FFS in “FFS on whether new UE measurements are needed”, by changing it to: “Whether new measurements are needed for input or new parameters for the existing mobility procedures are needed due to AI/ML model impacts or feedback is to be discussed during the work item phase.” This should be aligned with the decision made for other use cases. 
b. Alternatively, and because this is true for the other use cases, the whole line should be deleted here and a general statement like the proposed could be put in a general section the best one being the conclusion section.
We favour option b, but will accept option a.
Proposal 6: Remove the FFS in “•	(FFS) MDT/RRM enhancement in order to collect consecutive UE information.” and change it to: “MDT/RRM enhancements on improving AI/ML model impacts to be discussed during the work item phase”.
Proposal 7: The second sentence in step 4 in 5.2.2.2 and step 5 in 5.2.2.3 should be changed to: 
The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model.
4. Annex – TP for 37.817
[bookmark: _Toc88582290]5.2	Load Balancing
[bookmark: _Toc88582291]5.2.1	Use case description
The rapid traffic growth and multiple frequency bands utilized in a commercial network make it challenging to steer the traffic in a balanced distribution. To address the problem, load balancing had been proposed. The objective of load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cells or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to improve network performance. This can be done by means of optimization of handover parameters and handover actions. The automation of such optimisation can provide high quality user experience, while simultaneously improving the system capacity and also to minimize human intervention in the network management and optimization tasks.
However, the optimization of the load balancing is not an easy task as follows:
· Currently the load balancing decisions relying on the current/past-state cell load status are insufficient. The traffic load and resource status of the network changes rapidly, especially in the scenarios with high-mobility and large number of connections, which may lead to ping-pong handover between different cells, cell overload and degradation of user service quality.
· It is difficult to guarantee the overall network and service performance when performing load balancing. For the load balancing, the UEs in the congested cell may be offloaded to the target cell, by means of handover procedure or adapting handover configuration. For example, if the UEs with time-varying traffic load are offloaded to the target cell, the target cell may be overloaded with new-arrival heavy traffic. It is difficult to determine whether the service performance after the offloading action meets the desired targets.
To deal with the above issues, solutions based on AI/ML model could be introduced to improve the load balancing performance. Based on collection of various measurements and feedbacks from UEs and network nodes, historical data, etc. AI/ML model-based solutions and predicted load could improve load balancing performance, in order to provide higher quality user experience and to improve the system capacity.
[bookmark: _Toc88582292]5.2.2	Solutions and standard impacts
Editor Note: Capture the solutions for the use case, including potential standard impacts on existing Nodes, functions, and interfaces
5.2.2.1 Locations for AI/ML Model Training and AI/ML Model Inference
The following solutions can be considered for supporting AI/ML-based load balancing:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB.
· AI/ML Model Training and AI/ML Model Inference are both located in the gNB. 
In case of CU-DU split architecture, the following solutions are possible:
· AI/ML Model Training is located in the OAM and AI/ML Model Inference is located in the gNB-CU. 
· AI/ML Model Training and Model Inference are both located in the gNB-CU.
Note: gNB is also allowed to continue model training based on AI/ML model trained in the OAM.
Other possible locations of the AI/ML Model Inference are FFS.  
5.2.2.2 AI/ML Model Training in OAM and AI/ML Model Inference in a NG-RAN node
[bookmark: _Hlk89677789]A high-level signalling flow for the AI/ML use case related to Load Balancing with Model Training in OAM and Model Inference in NG-RAN is shown in Figure 5.2.2-1 below.


 Figure 5.2.2-1 Model Training at OAM, Model Inference at NG-RAN
Step 0:  NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information, such as predicted resource status, etc.
Step 1: The NG-RAN node 1 requests the UE to provide measurements and/or location information (e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects and reports to NG-RAN node 1 requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 3: NG-RAN node 1 further sends UE measurement reports together with other input data for Model Training to OAM. NG-RAN node 2 also sends input data for Model Training to OAM.
Step 4: AI/ML Model Training is located at OAM. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML model The required measurements are leveraged to train the AI/ML models for load balancing.
Step 5: OAM deploys/updates AI/ML model into the NG-RAN node(s). The NG-RAN node is allowed to continue model training based on the received AI/ML model from OAM.
Note: This step is out of RAN3 Rel-17 scope.
Step 6: The UE collects and reports to NG-RAN node 1 requested measurements or location information.
Step 7: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for load balancing model inference.
Step 8: NG-RAN node 1 performs Mobility Load Balancing predictions (e.g. for cells of NG-RAN node 1).
Step 9. The NG-RAN 1 sends the model performance feedback to OAM if applicable.
Note: This step is out of RAN3 scope.
Step 10: NG-RAN nod 1 executes Mobility Load Balancing actions and UEs are moved from NG-RAN node 1 to NG-RAN node 2.
Step 11: NG-RAN node 1 and NG-RAN node 2 send feedback information to OAM.
5.2.2.3 AI/ML Model Training and AI/ML Model Inference in a NG-RAN node
A high-level signalling flow for the AI/ML use case related to Load Balancing with Model Training and Model Inference in a NG-RAN node is shown in Figure 5.2.2-2 below.
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Figure 5.2.2-2: Model Training and Model Inference in a NG-RAN node 
Step 0: NG-RAN node 2 is assumed to have an AI/ML model optionally, which can provide NG-RAN node 1 with useful input information, such as predicted resource status, etc.
Step 1: The NG-RAN node 1 requests UE to provide measurements and/or location information(e.g., RRM measurements, MDT measurements, velocity, position).
Step 2: The UE collects and reports to NG-RAN node 1 the requested measurements and/or location information (e.g., UE measurements related to RSRP, RSRQ, SINR of serving cell and neighbouring cells, velocity, position).
Step 3: The NG-RAN node 1 requests the neighbouring NG-RAN node 2 the input information for load balancing model training.
Step 4: The NG-RAN node 1 receives from the neighbouring NG-RAN node 2 the input information for load balancing model training.
Step 5: An AI/ML Model Training is located at NG-RAN node 1. The required measurements and input data from other NG-RAN nodes are leveraged to train the AI/ML modelThe required measurements are leveraged to train the AI/ML model. 
Steps6: NG-RAN node 1 receives UE measurements and/or location information.
Step7: NG-RAN node 1 can receive from the neighbouring NG-RAN node 2 the input information for load balancing model inference. 
Step 8: NG-RAN node 1 performs Mobility Load Balancing predictions (e.g., for cells of NG-RAN node 1).
Step 9: NG-RAN node 1 takes Mobility Load Balancing decision and UEs are moved from NG-RAN node 1 to NG-RAN node 2.
Step 10: NG-RAN node 2 sends feedback information to NG-RAN node 1 (e.g. resource status updates after load balancing, etc). 

5.2.2.4	Input of AI/ML-based Load Balancing
To predict the optimized load balancing decisions, NG-RAN may need following information as input data for AI/ML-based load balancing:
From the local node:
· Own resource status information (e.g. per cell, per SSB Area): e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP
· Predicted own resource status information: e.g., this can be calculated using predictions of some or all of the resource information specified in current XnAP
· UE trajectory prediction
From the UE:
· UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB implementation when available
· UE Radio Measurements, e.g., RSRP, RSRQ, SINR
· UE Mobility History Information
From neighbour NG-RAN Nodes:
· Neighbour resource status information (e.g. per cell, per SSB Area): it may include, e.g., some or all of the resource information in current Xn: Resource Status Update procedure
· Predicted neighbour resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· UE performance measurement at traffic offloaded neighbour cell
Editor’s Note: FFS other input information required for AI/ML-based load balancing.

5.2.2.5	Output of AI/ML-based Load Balancing
AI/ML-based load balancing model can generate following information as output:
· Selection of target cell for mobility load balancing 
· Predicted own resource status information: this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP
· Predicted resource status information signalled from for neighbor NG-RAN node(s): this can be calculated using, e.g., predictions of some or all of the resource information specified in current XnAP signalled as input from neighbour NG-RAN nodes
· Validity time for the Model Inference output predictions (internal node use only). FFS whether validity time is applied to all outputs produced by the Model Inference function.
· The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)
· 
Editor’s Note: FFS other output information expected from AI/ML-based load balancing.

5.2.2.6	Feedback of AI/ML-based Load Balancing
To optimize the performance of AI/ML-based load balancing model, following feedback can be considered to be collected from NG-RAN nodes:
· UE performance information from target NG-RAN (for those UEs handed over from the source NG-RAN node)
· Resource status information updates from target NG-RAN
· System KPIs (e.g., throughput, delay, RLF of current and neighbours)

Editor’s Note: FFS other feedback expected from AI/ML-based load balancing
5.2.2.7	Standard impacts
To improve the load balancing decisions at a gNB (gNB-CU), a gNB can request load predictions from a neighbouring node. Details of the procedure are FFS Details of the procedure are FFS. will be determined during the work item phase.   
If existing UE measurements are needed by a gNB for AI/ML-based load balancing, RAN3 shall reuse the existing framework (including MDT and RRM measurements). Whether new measurements are needed for input or new parameters for the existing mobility procedures are needed due to AI/ML model impacts or feedback is to be discussed during the work item phaseFFS on whether new UE measurements are needed.
To increase the awareness of the traffic dynamics and enable more improved traffic steering decisions it is possible to complement load measurements currently exposed over RAN interfaces with information related to predicted load from neighbouring RAN nodes as well as UE measurements and information.
· An NG-RAN node can also predict its own load. This can be achieved by considering the own load and load information received from neighbour RAN nodes. Load predictions can be signalled between RAN nodes. 
· An NG-RAN node can also derive load prediction using UE measurements and information, for example MDT and RRM measurements, or UE location information (e.g. velocity, position). For the aspects concerning the configuration and the reporting of UE measurements and information the impacted protocol is RRC. RAN2 needs to be consulted for details during the normative phase. 
Signalling of information used to derive Model Inference outputs may be achieved over the Xn interface by reusing existing or new procedures.  The details are to be discussed during normative work.
Potential interface impacts:
· MDT/RRM enhancements on improving AI/ML model impacts to be discussed during the work item phase (FFS) MDT/RRM enhancement in order to collect consecutive UE information.
· New or enhanced existing signaling procedure to request/retrieve predicted resource status information from neighbouring nodes via Xn interface.
· New or enhanced existing signaling procedure to request/retrieve predicted load balancing strategy information from neighbouring nodes via Xn interface.
· New or enhanced existing procedure to request/retrieve feedback information via Xn interface.
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