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Introduction
During RAN3#114bis-e meeting, procedures for IAB inter-donor migration, topology redundancy and RLF recovery were discussed and baseline stage 2 procedures were agreed in [1]. However, there are still some remaining issues, e.g., the procedure for F1 transport migration for descendant node. In this contribution, we discuss the remaining issues and provide TP for stage 2 procedures for inter-donor migration, topology redundancy and RLF recovery. 
Discussion 
Inter-donor partial migration procedure
In RAN3#114bis-e meeting, the following agreements were achieved: 
	For IP address assignment, the existing signaling, i.e., RRC container in Xn HO Req, is used to provide the non-F1-terminating CU with the boundary-node’s old IP address configuration.

The new Xn procedure can be used after the boundary-IAB-MT’s Xn HO or SN Addition procedure.

One common Xn procedure is used for the QoS/L2/IP-address info exchange of the boundary node and the descendent nodes.
After partial migration, the non-F1-terminating CU can use the Xn HO procedure to migrate all offloaded traffic back to the F1-terminating-CU’s topology.

If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU.

Both full and partial rejection are supported.


As agreed in RAN3, for the boundary node, the old IP address configuration is transferred via the RRC container in Xn HO Request message from CU1 to CU2 for IP address request. And CU2 could perform IP address replacement for the boundary node. In our view, according to the agreed BL CR to XnAP [2], QoS info and corresponding DL TNL address are transferred from CU1 to CU2 via IAB TRANSPORT MIGRATION MANAGEMENT procedure. If new IP address allocated by CU2 is transferred along with QoS info to CU2, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated only after CU1 obtains new IP addresses reported by the boundary node via existing F1AP procedure. In our view, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be performed earlier so that routing and BAP mapping configurations could be configured earlier along target path for the purpose of service interruption reduction. As a result, we suggest that old IP address is transferred along with QoS info for boundary node in the IAB TRANSPORT MIGRATION MANAGEMENT procedure. In this situation, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated immediately after boundary MT’s Xn HO procedure. And then CU2 could deduce the new IP address info and corresponding QoS info based on the mapping between the old and new IP address info. 
Observation 1: For boundary node, if new IP address is transferred along with QoS info to CU2, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated only after CU1 obtains new IP addresses reported by the boundary node via existing F1AP procedure

Proposal 1: For boundary node, old IP address is transferred along with QoS info in the IAB TRANSPORT MIGRATION MANAGEMENT procedure. In this situation, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated immediately after boundary MT’s Xn HO procedure.
Regarding descendant nodes, based on the agreed BL CR to XnAP[2], IAB TRANSPORT MIGRATION MANAGEMENT REQUEST message is used for IP address request. And the IP address request information for descendant nodes includes the number of IPv4 or IPv6 addresses or IPv6 address prefixes requested for the different usages. That means old IP address configuration of descendant nodes are not transferred from CU1 to CU2. In this case, CU2 is not able to perform IP address replacement for descendant nodes. Instead, CU1 could perform IP address replacement for descendant nodes. Therefore, the DL TNL address transferred along with the QoS info in the IAB TRANSPORT MIGRATION MANAGEMENT REQUEST message is new IP address considering that CU2 is not aware of the replacement of old IP address and new IP address. In this situation, the IAB TRANSPORT MIGRATION MANAGEMENT procedure for descendant nodes needs to be performed twice, one for the IP address assignment and the other one for QoS info/IP address/L2 info transfer. As agreed in RAN3#114bis-e meeting, the new Xn procedure can be used after the boundary-IAB-MT’s Xn HO or SN Addition procedure. In our view, the IAB TRANSPORT MIGRATION MANAGEMENT procedure for IP address assignment could be initiated after boundary MT’s Xn HO procedure. And the IAB TRANSPORT MIGRATION MANAGEMENT procedure for QoS info/IP address/L2 info transfer could be initiated after CU1 obtains new IP address configuration for descendant nodes from CU2. 
Observation 2: The DL TNL address transferred along with the QoS info in the IAB TRANSPORT MIGRATION MANAGEMENT REQUEST message for descendant nodes is new IP address considering that CU2 is not aware of the replacement of old IP address and new IP address. 

Observation 3: The IAB TRANSPORT MIGRATION MANAGEMENT procedure for descendant nodes needs to be performed twice, one for the IP address assignment and the other one for the QoS info and corresponding DL TNL address info transfer.

Proposal 2: For descendant nodes, the IAB TRANSPORT MIGRATION MANAGEMENT procedure for IP address assignment could be initiated after boundary MT’s Xn HO procedure. And the IAB TRANSPORT MIGRATION MANAGEMENT procedure for QoS info/IP address/L2 info transfer could be initiated after CU1 obtains new IP address configuration for descendant nodes from CU2. 
Inter-donor topology redundancy procedure
According to the agreements achieved in last RAN3 meeting, F1-terminating donor requests non-F1-terminating donor to allocate IP addresses for descendant nodes via IAB TRANSPORT MIGRATION MANAGEMENT REQUEST message. Non-F1-terminating donor does not care about to whom the IP addresses are allocated. It just responses IP addresses together with corresponding usages. After receiving the new IP addresses, F1-terminating could determine the used IP address for each migrated F1-U tunnel of each descendant node. Alternatively, it just decides the used IP addresses for each descendant node, and the descendant node determines the mapping between new IP addresses and migrated F1-U tunnels. The later requires the descendant node to report the IP address information it wants to use for its F1-U tunnels to the F1-terminating donor. F1-temrianting donor would send DL IP addresses to non-F1-termianting donor in order for it to configure DL mapping configuration. As we can see, the DL mapping configuration might be performed after F1-termianting donor acquires all the reports from all descendant nodes, resulting in the transmission of DL packets to be delayed on the SCG-path. One may argue that F1-termianting donor could send DL IP addresses to non-F1-termianting donor progressively. For example, it sends DL IP addresses to non-F1-termianting donor upon receiving the report from one or several descendant nodes. However, this imposes much signaling overhead because of the multiple XnAP messages exchange. In sum, we suggest that F1-terminating determines the used IP address for each migrated F1-U tunnel of each descendant node.

Proposal 3: It is suggested that F1-terminating determines the used IP address for each migrated F1-U tunnel of each descendant node.
Suppose F1-terminating donor determines IP addresses for descendant nodes. In case of partial migration and RLF recovery, the new IP addresses could be included in the RRCReconfiguration message as a replacement for the IP addresses that are routable via the source IAB-donor-DU. However, for inter-donor redundancy case, the migrated and immigrated F1-U tunnels may share the same IP address(outer IP). Since nothing is changed at the descendant node except IP address, the descendant node is not aware of the migrated F1-U tunnels. If F1-terminating donor modifies IP address in the manner of IP replacement, the descendant node may change the IP address of an immigrated F1-U tunnel. As a result, the F1-termianting donor-DU would discard the traffic from such immigrated F1-U tunnel due to IP filter. To solve this, we suggest that F1-terminating donor could send new IP address(outer IP) together with UL UP TNL Information to the descendant node, e.g. via IAB UP CONFIGURATION UPDATE REQUEST message. The descendant node uses the new IP address(outer IP) as the UL source IP address(outer IP). 

Observation 4: Since nothing is changed at the descendant node except IP addresses, the descendant node is not aware of the F1-U tunnels to be migrated to the SCG-path. 
Proposal 4: F1-terminating donor could send the new IP address together with UL UP TNL Information to the descendant node via an F1AP message, where the new IP address is used as the UL source IP address(outer IP) of the packet from the F1-U tunnel corresponding to the UL UP TNL Information.   

Regarding boundary node IP address allocation, in migration/RLF recovery case, the new IP addresses can be configured in the manner of replacement because all the F1-U connections of the boundary node with the source IAB-donor-CU are switched to use the new IP addresses. While the replacement manner is not workable in redundancy because the migrated and immigrated F1-U tunnels may share the same IP address(outer IP). In our view, we can adopt a similar IP address allocation mechanism as that for descendant nodes. To be specific, F1-termianting donor could request non-F1-termianting donor to allocate IP addresses for boundary node and non-F1-temrianting donor responses new IP addresses for each usage, same as IP address allocation for descendant nodes. F1-termianting donor determines the mapping between migrated F1-U tunnels and new IP addresses. After receiving the update UL BH configuration from non-F1-termianting donor, F1-terminating donor sends new IP address together with the updated UL BH configuration to the boundary node, e.g. via IAB UP CONFIGURATION UPDATE REQUEST message. The boundary node uses the new IP address as the UL source IP address(outer IP). 

Proposal 5: F1-terminating donor could send the new IP address together with the updated UL BH configuration to the boundary node via an F1AP message, where the new IP address refers to UL source IP address(outer IP) at the boundary node.    
Inter-donor RLF recovery procedure
In RAN3#114bis-e meeting, the following agreements were achieved: 
	For inter-donor RLF recovery, the information about IP addresses requested for the boundary node is included by the F1-terminating CU in the RRC Container of the Retrieve UE Context Response message. 

For inter-donor RLF recovery, the transport migration via the new Xn procedure is conducted by the F1-terminating CU after it receives the Retrieve UE Context request. 
FFS if the new XnAP procedure can be initiated before the F1AP gNB-DU Configuration Update for the IAB-DU of the recovering node is executed. 


In our view, the procedure for inter-donor RLF recovery consists of RRC Reestablishment for the recovery IAB-MT and the F1 transport migration procedure, which is the same as in the inter-donor partial migration scenario. During RAN3#114bis-e meeting, it is FFS if the new XnAP procedure can be initiated before the F1AP gNB-DU Configuration Update for the IAB-DU of the recovering node is executed. Similar as in inter-donor migration scenario, if new IP address allocated by CU2 is transferred along with QoS info to CU2, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated only after CU1 obtains new IP addresses reported by the boundary node, i.e, after F1AP gNB-DU Configuration Update procedure. In our view, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be performed earlier so that routing and BAP mapping configurations could be configured earlier along the new path for the purpose of service interruption reduction. As a result, we suggest that old IP address is transferred along with QoS info for boundary node in the IAB TRANSPORT MIGRATION MANAGEMENT procedure. In this situation, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated immediately after receiving the Retrieve UE Context request. And then CU2 could deduce the new IP address info and corresponding QoS info based on the mapping between the old and new IP address info. 
Observation 5: The procedure for inter-donor RLF recovery consists of RRC Reestablishment for the recovery IAB-MT and the F1 transport migration procedure, which is the same as in the inter-donor partial migration scenario.

Proposal 6: For boundary node, old IP address is transferred along with QoS info in the IAB TRANSPORT MIGRATION MANAGEMENT procedure. In this situation, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated immediately after receiving the Retrieve UE Context request.
Revocation procedures
In RAN3#114bis-e meeting, the following agreements were achieved: 
	After partial migration, the non-F1-terminating CU can use the Xn HO procedure to migrate all offloaded traffic back to the F1-terminating-CU’s topology.

The non-F1-terminating CU of a dual-connected boundary node can request partial release of offloaded traffic back to the F1-terminating-CU’s topology. FFS on Stage 3.  
For topology redundancy: 

CU1 can initiate the new procedure to request setup, modification (of QoS info only), and full or partial release (e.g. for the purpose of revoking) of traffic migration.

FFS on which of the following two alternatives is supported (downselection expected):

Whether CU2 can initiate the new procedure to request modification (of L2 info only) and full/partial release (e.g. for the purpose of revoking), OR 

Whether CU2 can initiate a new class-2 procedure to provide serving status of CU2’s topology, which can help CU1’s decision making wrt modification and release (e.g. for the purpose of revoking) of traffic migration. 

For partial migration and RLF recovery:  

CU1 can initiate the new procedure to request setup, modification (of QoS info only).

WA: CU1 can initiate the new procedure to request full or partial release (e.g. for the purpose of revoking) of traffic migration.

CU2 can initiate the new procedure to request modification of traffic migration (modification of L2 info only).

CU2 can initiate the XnAP HO for the boundary MT to realize full release (e.g. for the purpose of revoking) of traffic migration.

Traffic revoking refers to the returning of offloaded traffic to CU1 from CU2. It applies to both partial and full release


For topology redundancy, the following two alternatives were discussed for the revocation initiated by CU2.  

Alt 1: CU2 initiate the new procedure to request modification (of L2 info only) and full/partial release (e.g. for the purpose of revoking); 
Alt 2: CU2 initiate a new class-2 procedure to provide serving status of CU2’s topology. 

In our view, the new procedure, i.e. IAB TRANSPORT MIGRATION MANAGEMENT procedure could be used for CU2 to initiate the revocation procedure. That means the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated by both the F1-terminating donor and the non F1-terminating donor. There are already Traffic To Be Modified List and Traffic To Be Released Information in the IAB TRANSPORT MIGRATION MANAGEMENT REQUEST message. There is no need to introduce a new class-2 procedure to provide serving status of CU2’s topology.

Proposal 7: IAB TRANSPORT MIGRATION MANAGEMENT procedure could be used for CU2 to initiate the revocation procedure. There is no need to introduce a new class-2 procedure to provide serving status of CU2’s topology.

Based on the above analysis, we provide the TP for TS 38.401 for inter-donor topology adaptation, inter-donor topology redundancy, inter-donor RLF recovery procedures in the appendix, and it is proposed,
Proposal 8: RAN3 agrees the TP for TS 38.401 shown in Appendix.
Conclusion
In this contribution, we discussed the remaining issues and provide TP for stage 2 procedures for inter-donor migration, topology redundancy and RLF recovery. And we have the following proposals:

Observation 1: For boundary node, if new IP address is transferred along with QoS info to CU2, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated only after CU1 obtains new IP addresses reported by the boundary node via existing F1AP procedure

Proposal 1: For boundary node, old IP address is transferred along with QoS info in the IAB TRANSPORT MIGRATION MANAGEMENT procedure. In this situation, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated immediately after boundary MT’s Xn HO procedure.
Observation 2: The DL TNL address transferred along with the QoS info in the IAB TRANSPORT MIGRATION MANAGEMENT REQUEST message for descendant nodes is new IP address considering that CU2 is not aware of the replacement of old IP address and new IP address. 

Observation 3: The IAB TRANSPORT MIGRATION MANAGEMENT procedure for descendant nodes needs to be performed twice, one for the IP address assignment and the other one for the QoS info and corresponding DL TNL address info transfer.

Proposal 2: For descendant nodes, the IAB TRANSPORT MIGRATION MANAGEMENT procedure for IP address assignment could be initiated after boundary MT’s Xn HO procedure. And the IAB TRANSPORT MIGRATION MANAGEMENT procedure for QoS info/IP address/L2 info transfer could be initiated after CU1 obtains new IP address configuration for descendant nodes from CU2. 
Proposal 3: It is suggested that F1-terminating determines the used IP address for each migrated F1-U tunnel of each descendant node.
Observation 4: Since nothing is changed at the descendant node except IP addresses, the descendant node is not aware of the F1-U tunnels to be migrated to the SCG-path. 
Proposal 4: F1-terminating donor could send the new IP address together with UL UP TNL Information to the descendant node via an F1AP message, where the new IP address is used as the UL source IP address(outer IP) of the packet from the F1-U tunnel corresponding to the UL UP TNL Information.   

Proposal 5: F1-terminating donor could send the new IP address together with the updated UL BH configuration to the boundary node via an F1AP message, where the new IP address refers to UL source IP address(outer IP) at the boundary node.    
Observation 5: The procedure for inter-donor RLF recovery consists of RRC Reestablishment for the recovery IAB-MT and the F1 transport migration procedure, which is the same as in the inter-donor partial migration scenario.

Proposal 6: For boundary node, old IP address is transferred along with QoS info in the IAB TRANSPORT MIGRATION MANAGEMENT procedure. In this situation, the IAB TRANSPORT MIGRATION MANAGEMENT procedure could be initiated immediately after receiving the Retrieve UE Context request.
Proposal 7: IAB TRANSPORT MIGRATION MANAGEMENT procedure could be used for CU2 to initiate the revocation procedure. There is no need to introduce a new class-2 procedure to provide serving status of CU2’s topology.

Proposal 8: RAN3 agrees the TP for TS 38.401 shown in Appendix.
Reference
R3-221595 BL CR to TS 38.401 on support of eIAB, Huawei

R3-221551 BL CR to XnAP on Rel-17 eIAB, Samsung，Nokia, Nokia Shanghai Bell, Verizon, Qualcomm Incorporated, CATT, ZTE, Fujitsu, AT&T, KDDI, Lenovo, Motorola Mobility, LG Electronics
Appendix: TP for BL CR for NR_IAB_enh of TS 38.401 

START OF CHANGE
8.x.z
IAB Inter-donor topology redundancy 

8.x.z.1
IAB Inter-donor topology redundancy procedure

This procedure is used for configuring inter-donor topology redundancy between two different IAB-donor-CUs for the boundary IAB node and descendant node(s). Figure 8.x.1-1 shows the procedure. 
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Figure 8.x.1-1 IAB inter-donor topology redundancy procedure
1:
The NR-DC establishment procedure is performed for the IAB-MT of the boundary IAB node. During this procedure, the IP address(es) for the boundary/descendant IAB node can be requested from IAB-donor2-CU. 

2:
The UE Context Setup/Modification Procedures are performed between the IAB-donor1-CU and IAB-DU of the boundary/descendant IAB node. During those procedures, the UE contexts for the offloaded traffic are configured. 

3:
The IAB-donor1-CU sends an IAB TRANSPORT MIGRATION MANAGEMENT REQUEST message to the IAB-donor2-CU in order to provide the context of offloaded traffic. This message may include IP address request for descendant nodes. The TNL address(es) that is(are) routable via the IAB-donor2-DU may be included in the message. 

4:
The IAB-donor2-CU configures BH RLC channels and BAP-sublayer routing entries on the path between the IAB-node 2 and IAB-donor2-DU as well as DL mappings on the IAB-donor2-DU.  

5:
The IAB-donor2-CU responds with IAB TRANSPORT MIGRATION MANAGEMENT RESPONSE message to the IAB-donor1-CU to provide the mapping information for the offloaded traffic. This message may include IP address allocated by the IAB-donor2. 

NOTE: Step 2 may be performed after Step 3/4/5.

6:
The IAB-donor1-CU performs the configuration for bearer mapping, routing and header rewriting. The IAB-donor1-CU may send the boundary IAB-node the updated UL BH configuration together with the TNL address(es) that is(are) routable via the IAB-donor2-DU via a F1AP message. The boundary IAB-node uses the TNL address as the UL source IP address. In case IPsec tunnel mode is used to protect the F1 and non-F1 traffic, the TNL address is the outer IP address. 

In case the second path is used for the boundary IAB-node’s descendant node(s), the IAB-donor1-CU may send the descendant node the UL UP TNL Information together with the TNL address(es) that is(are) routable via the IAB-donor2-DU via a F1AP message. The descendant node uses the TNL address as the UL source IP address of the packet from the F1-U tunnel corresponding to the UL UP TNL Information. In case IPsec tunnel mode is used to protect the F1 and non-F1 traffic, the TNL address is the outer IP address.
The traffic offload due to inter-CU topology redundancy described in steps 1 to 6 can be revoked. In this case, the F1-terminating donor or non F1-terminating donor can request the modification or release of the offloaded traffic, after which the indicated traffic of the boundary IAB-DU and the descendant IAB-DUs is routed again along the former path in the F1-terminating topology. The F1-terminating donor or non F1-terminating donor can trigger this return of offloaded traffic back to the F1-terminating donor by executing the IAB TRANSPORT MIGRATION MANAGEMENT procedure for the boundary IAB-MT.
NEXT  CHANGE
8.xx.z
IAB Inter-gNB-CU Topology Adaptation

8.xx.z.1  IAB inter-CU topology adaptation procedure 

During the inter-CU topology adaptation for a single-connected IAB-node, the IAB-MT switches connection from an old parent node to a new parent node, where the old and the new parent nodes are served by different IAB-donor-CUs. Without loss of generality, the old parent node can be referred to as source parent node, and the new parent node can be referred to as target parent node. 

Figure 8.xx.1-1 shows an example of the topology adaptation procedure where the migrating IAB-MT is migrated from one IAB-donor-CU to another IAB-donor-CU. In case the IAB-DU of the migrating IAB-node retains its F1 connection with the first IAB-donor-CU (i.e. the source IAB-donor-CU) after the migrating IAB-MT connects to the second IAB-donor-CU (i.e. the target IAB-donor-CU), this procedure renders the migrating IAB-node as a boundary IAB-node. 
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Figure 8.xx.1-1: IAB inter-CU topology adaptation procedure 

1.
The source IAB-donor-CU sends a HANDOVER REQUEST message to the target IAB-donor-CU over the Xn interface. This message may include the migrating IAB-node’s TNL address information in the RRC container.

2.
The target IAB-donor-CU sends a UE CONTEXT SETUP REQUEST message to the target parent node IAB-DU to create the UE context for the migrating IAB-MT and set up one or more bearers. These bearers can be used by the migrating IAB-MT for its own signaling, and, optionally, data traffic. 

3.
The target parent node IAB-DU responds to the target IAB-donor-CU with a UE CONTEXT SETUP RESPONSE message. 

4.
The target IAB-donor-CU performs admission control and provides the new RRC configuration as part of the HANDOVER REQUEST ACKNOWLEDGE message. The RRC configuration includes a BAP address for the boundary node in the target IAB-donor-CU’s topology, default BH RLC channel and a default BAP routing ID configuration for UL F1-C/non-F1 traffic mapping on the target path. The RRC configuration may include the new TNL addresses anchored at IAB-donor-DU2 for the migrating node.

5.
The source IAB-donor-CU sends a UE CONTEXT MODIFICATION REQUEST message to the source parent node IAB-DU, which includes the received RRCReconfiguration message from the target IAB-donor-CU. 

6.
The source parent node IAB-DU forwards the received RRCReconfiguration message to the migrating IAB-MT.

7.
The source parent node IAB-DU responds to the source IAB-donor-CU with the UE CONTEXT MODIFICATION RESPONSE message. 

8.
A random access procedure is performed at the target parent node IAB-DU.

9.
The migrating IAB-MT responds to the target parent node IAB-DU with an RRCReconfigurationComplete message. 

10.
The target parent node IAB-DU sends an UL RRC MESSAGE TRANSFER message to the target IAB-donor-CU to convey the received RRCReconfigurationComplete message. 

11.
The target IAB-donor-CU triggers the path switch procedure for the migrating IAB-MT, if needed.

12.
The target IAB-donor-CU sends UE CONTEXT RELEASE message to the source IAB-donor-CU. 
The XnAP UE ID of the migrating node is retained at target and source IAB-donor-CU after UE CONTEXT RELEASE procedure. 

13.
The source IAB-donor-CU may release BH RLC channels and BAP-sublayer routing entries on the source path between source parent IAB-node of the migrating IAB-node and the source IAB-donor-DU. 
14.
The target IAB-donor-CU configures BH RLC channels and BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU as well as DL mappings on the target IAB-donor-DU for the migrating IAB-node’s target path. These configurations support the transport of F1-C traffic on the target path.

15.
The F1-C connection between the migrating IAB-node and the source IAB-donor-CU is switched to the target path using the new TNL address information of the migrating IAB-node. The migrating IAB-node reports the TNL address information it wants to use for its F1-U tunnels to the source IAB-donor-CU.

16.
The source IAB-donor-CU sends an IAB TRANSPORT MIGRATION MANAGEMENT REQUEST message to the target IAB-donor-CU to provide the context of the traffic to be offloaded. The message includes the DL TNL address information necessary for the target IAB-donor-CU to configure or modify DL mappings on the target IAB-donor-DU. The DL TNL address information could be old IP address information allocated by the source IAB-donor or new IP address information allocated by the target IAB-donor. 
17.
The target IAB-donor-CU may configure or modify BH RLC channels and BAP-sublayer routing entries on the target path between the target parent IAB-node and target IAB-donor-DU as well as DL mappings on the target IAB-donor-DU for the migrating IAB-node’s target path. These configurations may support the transport of UP and non-UP traffic on the target path.

18.
The target IAB-donor-CU responds to the source IAB-donor-CU with an IAB Transport Migration Management Response message to provide the mapping information for the traffic to be offloaded. The message includes the L2 info necessary to configure the migrating IAB-node with the UL mappings of traffic included in step 16. The message includes the DSCP/IPv6 Flow Label values used to configure the DL mappings of traffic included in step 16.

19.
The F1-U connections of the migrating IAB-node with the source IAB-donor-CU are switched to use the migrating IAB-node’s new TNL address(es). The source IAB-donor-CU provides updated UL BH information for the traffic included in step 16 based on the UL BH information received in step 18. The source IAB-donor-CU may also update the UL BH information associated with non-UP traffic. This step may use UE associated signaling or non-UE associated signaling in E1 and/or F1 interface. Implementation must ensure the avoidance of potential race conditions, i.e., no conflicting configurations are concurrently performed using UE-associated and non-UE-associated procedures.

20.
Repetition of steps 16 to 19, as needed, where the source IAB-donor-CU can request addition, modification or release of QoS information for non-UP and UP traffic. The target IAB-donor-CU can fully or partially reject addition or modification requests by the source IAB-donor-CU. 
The traffic offload through the inter-CU topology adaptation described in steps 1 to 20 can be revoked. In this case, the migrating IAB-MT is handed over in reverse direction, i.e., from the former target IAB-donor-CU to the former source IAB-donor-CU, after which the traffic of the migrating IAB-DU and the descendant IAB-DUs is routed again along the former source path. The former target IAB-donor-CU can trigger this return of offloaded traffic back to the source IAB-donor-CU by executing the XnAP Handover Preparation procedure for the migrating IAB-MT towards the former source IAB-donor-CU.
Steps 14 - 19 should also be performed for the migrating IAB-node’s descendant nodes, as follows:

The source IAB-donor-CU may send IP address request information to the target IAB-donor-CU via the  IAB Transport Migration Management request message. The target IAB-donor-CU sends new TNL address(es) that is (are) routable via the target IAB-donor-DU to the source IAB-donor-CU via the  IAB Transport Migration Management response message. The source IAB-donor-CU sends the new TNL address(es) that is (are) routable via the target IAB-donor-DU to the descendent nodes via RRCReconfiguration message. 
The descendant nodes switch their F1-C connections and F1-U tunnels to new TNL addresses that are anchored at the new IAB-donor-DU, in the same manner as described for the migrating IAB-node in step 13.


NEXT  CHANGE
8.x.y
IAB Inter-CU Backhaul RLF recovery for single connected IAB-node 

The inter-CU backhaul RLF recovery procedure for single connected IAB-nodes enables recovery of an IAB-node to another parent node underneath different IAB-donor-CU, when the IAB-MT declares a backhaul RLF.

Figure 8.x.y-1 shows an example of the BH RLF recovery procedure for a single connected IAB-node. In this example, the IAB-node changes from its initial parent node to a new parent node, where the new parent node is served by an IAB-donor-CU different than the one serving its initial parent node.   
[image: image4.wmf]U
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Figure 8.x.y-1: IAB inter-CU backhaul RLF recovery procedure for single connected IAB-node

1.
The IAB-MT of the IAB node declares BH RLF. 

2.
The IAB-MT undergoing recovery performs Random Access towards a new patent IAB-DU.

3.
The IAB-MT undergoing recovery sends RRCReestablishmentRequest to the new parent IAB-DU.

4.
The new parent IAB-DU sends an INITIAL UL RRC MESSAGE to the new IAB-donor-CU to convey the received RRCReestablishmentRequest message. 

5.
The new IAB-donor-CU retrieves the UE Context for the IAB-MT undergoing recovery, through the Retrieve UE Context procedure on the Xn interface. The information about IP addresses requested for the boundary node is included in the RRC Container of the Retrieve UE Context Response message. 

6.
The initial IAB-donor-CU sends an IAB TRANSPORT MIGRATIONR MANAGEMENT REQUEST message to the new IAB-donor-CU to provide the context of the traffic to be offloaded. 
7. The new IAB-donor-CU sends a DL RRC MESSAGE TRANSFER message to the new parent IAB-DU to convey the RRCReestablishment message.
8.
The new parent IAB-DU sends the received RRCReestablishment to the IAB-MT undergoing recovery.

9.
The IAB-MT undergoing recovery sends an RRCReestablishmentComplete to the new parent IAB-DU.

10.
The new parent IAB-DU sends an UL RRC MESSAGE TRANSFER message to the new IAB-donor-CU to convey the received RRCReestablishmentComplete message. 

After receiving RRCReestablishmentComplete message, the new IAB-donor-CU sends a DL RRC MESSAGE TRANSFER message to the new parent IAB-DU to convey the RRCReconfiguration message. The RRC configuration includes a BAP address for the recovery IAB-node in the new IAB-donor-CU’s topology, default BH RLC channel and a default BAP routing ID configuration for UL F1-C/non-F1 traffic mapping on the new path. The RRC configuration may include the new TNL addresses anchored at the new IAB-donor-DU for the recovery IAB-node.
And then the new parent IAB-DU sends the received RRCReconfiguration to the IAB-MT undergoing recovery.

11.
The new IAB-donor-CU provides updated BH related configuration to the nodes on the recovery path (e.g. the new parent IAB node, intermediate hop IAB-nodes on the new path, the new IAB-donor-DU, etc.), which includes the routing and BH RLC channel mapping configurations related to the IAB-node undergoing recovery. This step could be performed at an earlier stage, e.g. immediately after step 6.  

12.
The new IAB-donor-CU responds with an IAB TRANSPORT MIGRATION MANAGEMENT RESPONSE message to the initial IAB-donor-CU to provide the mapping information for the offloaded traffic.

13.
The F1-C and F1-U connections with the initial IAB-donor-CU are switched to use the new TNL address(es) of the IAB-node undergoing recovery. The initial IAB-donor-CU updates the UL BH information associated with each GTP-tunnel to the IAB-node undergoing recovery. This step may also the update UL FTEID and DL FTEID associated to each GTP-tunnel. The initial IAB-donor-CU may also update the UL BH information associated with non-UP traffic. 

14.
The initial IAB-donor-CU may release the BH RLC channels and BAP-sublayer routing entries on the initial path between initial parent IAB-node and the initial IAB-donor-DU.

Descendant node(s) of the IAB-node undergoing recovery from RLF may also need to switch to new TNL address(es) anchored in the target-path IAB-donor-DU following the same mechanism as described for IAB inter-CU topology adaptation procedure in clause 8.xx.z.1. The descendant node(s) may also be provided with new default UL mapping via RRC, after the IAB-node undergoing recovery from RLF connects the IAB-donor-CU via the recovery path.
The traffic offload due to inter-CU RLF recovery described in steps 1 to 14 can be revoked. In this case, the IAB-MT that previously underwent RLF recovery is handed over in reverse direction, i.e., from the former new IAB-donor-CU to the former initial IAB-donor-CU, after which the traffic of the IAB-DU whose collocated IAB-MT underwent RLF recovery, and the traffic of descendant IAB-DUs, are routed again along the path under the former old IAB-donor-CU. The former new IAB-donor-CU can trigger this return of offloaded traffic back to the former initial IAB-donor-CU by executing the XnAP Handover Preparation procedure for the migrating IAB-MT towards the former initial IAB-donor-CU.
END OF CHANGE
IP address request and response, 


How to send the addresses to descendant nodes needs to be specified
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gsp:Source Path[z3]{
sp:Source Parent\nIAB-node[z3];
si:Intermediate hop\nIAB-node on\nthe source path[z3];
sd:Source IAB-\ndonor-DU[z3];
};
sid:Source IAB-\ndonor-CU[z3];

gtp:Target Path[z3]{
tp:Target Parent\nIAB-node[z3];
ti:Intermediate hop\nIAB-node on\nthe target path[z3];
td:Target IAB-\ndonor-DU[z3];
};
idc:Target IAB-\ndonor-CU[z3];
ngc:NGC[z3];


u<-mi<-sp<-si<-sd<-sid<-ngc: Downlink user data[z1];
u->mi->sp->si->sd->sid->ngc: Uplink user data[z1];
mark P1start;
sid->idc:1. HANDOVER REQUEST[z2];
idc->tp: 2. UE CONTEXT SETUP REQUEST[z2];
idc<-tp: 3. UE CONTEXT SETUP RESPONSE[z2];
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mi--idc:12. Configuration of BH RLC channel, BAP route and mapping rules along target path \nbetween migrating IAB-node and target IAB-donor-DU via target parent IAB-node[text.font.face="Arial",text.size.normal=12];
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join sid->td:[z1];
join u<-mi<-tp<-ti<-td: Downlink user data[z1];
u->mi->tp->ti->td: Uplink user data[z1];
join td->sid:[z1];
join sid->ngc:[z1];

vertical brace  P1start->P1end:Phase 1:IAB-MT migration [z2];
vertical brace  P1end->P2end:Phase 2:F1 transport migration [z2];
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};
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gtp:Recovery Path[z3]{
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td:New IAB-\ndonor-DU[z3];
};
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