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[CATT0231] R3-220231 Discussion on inter-donor topology redundancy (CATT)
[QC0295] R3-220295 Inter-donor topology transport (Qualcomm Incorporated)
[Len0478] R3-220478 Discussion on IAB inter-donor topology redundancy (Lenovo, Motorola Mobility)
[Sam0561] R3-220561 (TP to BL CR of TS38.423) Discussion on inter-donor topology redundancy (Samsung)
[Hua0800] R3-220800 (TP for NR_IAB_enh BL CR for TS 38.423_38.401) Inter-CU topology redundancy (Huawei)
[Nok0823] R3-220823 discussion on Inter-Donor IAB Topology Redundancy (Nokia, Nokia Shanghai Bell)
For the Chairman’s Notes
[bookmark: _Hlk87391000]
Proposal 2-1b: In the messages for inter-donor transport migration management, a list of Traffic Indices can be used to indicate the traffic subject to migration setup, modification, and release (e.g., for the purpose of revoking).
Proposal 2-2: Release of inter-donor transport migration (e.g., for the purpose of revoking) can be enabled:
1. Partial release: by including a list of Traffic Indices in the “Traffic to be released” list in the request message of the new XnAP procedure.
1. Full release: by including an “All Traffic” indication in the request message of the new XnAP procedure.
The F1AP signalling enhancements to enable configuring the header rewriting table are pending RAN2#116-e agreements.
Proposal 5: If the IP addresses of the descendants of the boundary node in partial migration, RLF recovery or topology redundancy need to be changed to enable traffic migration, the new XnAP procedure can be used for IP address request, if needed.
Proposal 6: Agree the TP for IAB BL CR for TS 38.401 in R3-221237.
Proposal 7: Agree the TP for IAB BL CR for TS 38.423 in R3-221233.
Proposal 8: Agree the TP for IAB BL CR for TS 38.473 in R3-220211.
Discussion
Stage-3 XnAP signalling
Terminology:
In this document, the term “traffic” refers to either of the following:
· A QoS info entry pertaining to one or a group of GTP-U tunnels.
· Control Plane Traffic Type entry for DL traffic, 
· A Non-UP Traffic Type entry for UL traffic.
The term “new XnAP procedure” refers to the new procedure for Transport Migration Management.

QoS and mapping info in XnAP signalling
Non-UP DL traffic configuration
[QC0295] and [Eri0163] propose that, for DL non-UP boundary/descendant traffic, CU1 indicates to CU2 the Control Plane Traffic Type. [Nok0823] and [ZTE0140] argue that Non-UP Traffic Type is used to describe the “QoS” for non-UP traffic instead. [Sam0561] proposes that the QoS info IE in the inter-donor configuration signalling can include an IE for non-F1-U traffic type. 
Moderator’s view: in Rel-16 F1AP signalling the Control Plane Traffic Type is the DL CP equivalent of UP QoS. The Non-UP Traffic Type pertains to UL traffic and it is the UL CP equivalent of UP QoS.
Nokia’s question: “Why granularity is different in DL and UL?” is addressed in the Summary of 4.1.7.
Traffic Index
[Hua0800] and [Sam0561] propose that, for both boundary and descendant node traffic, the Xn messages for IP/QoS/L2 info exchange should include the entry index for each QoS info, which, in the response message, indicates the corresponding QoS info from the request message.
Moderator’s understanding: Traffic Index should be included in the request and response messages of the new XnAP procedure:
· For UP traffic: for each QoS info entry.
· For non-UP traffic: for each Control Plane Traffic Type (DL) or Non-UP Traffic Type (UL) entry.
UL boundary node traffic
For boundary node UL non-UP traffic, companies propose that:
· CU1 should indicate to CU2 the Non-UP Traffic Type: {UE-associated F1AP, non-UE-associated F1AP, non-F1} ([Eri0163], [CATT0231]).
· In response, CU2 should indicate to CU1 the BH Information, including BAP routing ID, next-hop BAP address and egress BH RLC channel ([ZTE0140]).
For boundary node UL UP traffic, companies propose that:
· CU1 should indicate to CU2 the list of TEID of F1-U tunnels for each QoS info ([Hua0800]).
· In response, CU2 should indicate to CU1 the BH Information, including BAP routing ID, next-hop BAP address and egress BH RLC channel ([ZTE0140]).
QoS info for UP traffic
[Hua0800], [ZTE0140], [Len0478], [Nok0823] and [Eri0163] suggest reusing the QoS Flow Level QoS Parameters XnAP and F1AP IE, respectively, for both boundary node and descendant node traffic.

Avoidance of 1:N mapping
[Len0478] and [Hua0800] argue that the solution for avoidance of 1:N mapping at the boundary node is that the L2 info provided from CU1 to CU2 contains:
· For DL: the egress BAP routing ID + egress BH RLC CH.
· For UL (also proposed in [CATT0231]): ingress BAP routing ID + ingress BH RLC CH.
 [ZTE0140] proposes that, for descendant node traffic, F1-terminating donor sends non-F1-terminating donor:
· For DL traffic, next-hop BAP address and egress BH RLC channel.
· For UL traffic, prior-hop BAP address and ingress BH RLC channel.
[Sam0561] argues that the above is not needed, since, if CU2 is aware that one or multiple “traffics” are carried with the same BAP routing ID via the same BH RLC CH under CU1, CU2 will not enforce 1:N mapping. 
[QC0295] proposes that CU1 provides indices of ingress BAP routing IDs/BH RLC CHs and indices of egress BAP routing IDs/BH RLC CHs to CU2 for respective UL and DL descendant traffic offloaded to CU2’s topology.
[Nok0823] argues that the issue may be solved by the proper structure of the traffic information. It is proposed that CU1 -> CU2 includes a list of {Traffic ID, QoS for one/more F1-U tunnels}.
In Moderator’s understanding, they key is for CU2 to understand which “traffics” are carried with the same BAP routing ID via the same BH RLC CH under CU1. Using Traffic Indices pertaining to each BAP routing ID - BH RLC CH pair for every “traffic” entry, i.e., for every UP QoS or Control Plane Traffic Type, solves the issue.
Moreover, the Moderator understands that the use of Traffic Indices is needed in both the request and response messages of the new XnAP procedure, for both the descendant and boundary node traffic, since it is an easy way to refer to the traffic subject to addition, modification, and release.
	Company
	Comment

	QC
	We disagree with this observation. Traffic indices alone may lead to 1:N mapping for UL. 
Example for UL:
CU1 uses two traffics with same BAP routing ID be different BH RLC CH. It sends:
· Traffic type index 1: QoS info 1 (using BAP routing ID 11, BH RLC CH ID 11 + prior hop A11)
· Traffic type index 2: QoS info 2 (using BAP routing ID 11, BH RLC CH ID 12 + prior hop A11)
CU2 returns separate BAP routing ID for each traffic :
· Traffic type index 1: BAP routing ID 21, BH RLC CH ID 21 + next hop A21
· Traffic type index 2: BAP routing ID 22, BH RLC CH ID 22 + next hop A21
This leads to 1:N mapping for BAP routing IDs at the boundary node!

Another example for UL:
CU1 uses two traffics with separate BAP routing IDs but different same BH RLC CHs. It sends:

CU1 sends:
· Traffic type index 1: QoS info 1 (using BAP routing ID 11, BH RLC CH ID 11 + prior hop A11)
· Traffic type index 2: QoS info 2 (using BAP routing ID 12, BH RLC CH ID 11 + prior hop A11)
CU2 returns:
· Traffic type index 1: BAP routing ID 21, BH RLC CH ID 21 + next hop A21
· Traffic type index 2: BAP routing ID 22, BH RLC CH ID 22 + next hop A21
This leads to 1:N mapping for BH RLC CH at the boundary node!
One way to resolve this problem is that CU1 includes to CU2 the BAP routing ID and BH RLC CH for UL traffic, i.e., the BH mapping.
If would also be sufficient to include an index for the BAP routing ID and index of the BH RLC CH.
We cannot use an index for the BH mapping since this would lead to 1:N mapping as shown in the examples above.

	ZTE
	QC is right, and we disagree with the observation, either.  
Besides, each QoS is associated with a specific traffic index. In case of Traffic Indices pertaining to each BAP routing ID - BH RLC CH pair for every “traffic” entry, the QoS granularity is actually per BAP routing ID - BH RLC CH pair. This is not align with our agreements. Moreover, we have agreed that the QoS granularity can be per F1-U tunnel. Many F1-U tunnels may share the same BAP routing ID - BH RLC CH pair. So we wonder how to support per F1-U tunnel QoS granularity in case of Traffic Indices pertaining to each BAP routing ID - BH RLC CH pair.

	Lenovo
	Agree with Qualcomm to include BAP routing ID and BH RLC CH from CU1 to CU2 in order to avoid 1:N mapping.

	CATT
	Only UL needs to avoid 1:N mapping. For DL, it is up to CU2’s decision (N:1 or 1：N). Hence CU1 only sends UL ingress BAP routing ID and UL ingress BH RLC channel to CU2. 




Parent BAP address indication for descendant node traffic
[Eri0163] proposes that CU2 sends to CU1, for every “QoS Info” or Control Plane Traffic Type information, the previous hop BAP address for DL traffic and next hop BAP address for UL traffic (both currently FFS). 
[Len0478] argues that the addresses should be provided only once, rather than per granularity (i.e., per “traffic”).
[Sam0561], [CATT0231] and [QC0295] propose the same, without referring to whether this needs to be indicated for every “traffic” or only once.
[Hua0800] proposes to indicate only previous-hop BAP address.
[Nok0823] proposes to discuss the matter further for topology redundancy, given that BAP addresses are unique only within its own topology and two parents may have the same BAP address.
	Company
	Comment

	QC
	We believe there is a misunderstanding.
On L2, traffic differentiation may occur based on BH RLC CH or based on BAP route (or both). The following granularity needs to be supported:  
· For each traffic, CU2 has to send to CU1 the UL BAP routing ID and next-hop  BAP address so that CU1 can configure the corresponding routing entry in topology 2.
· For each traffic, CU2 has to send to CU1 the BAP routing ID so that CU1 can create the BAP header rewriting configuration which contains ingress BAP routing ID and egress BAP routing ID.
· For each traffic, CU2 has to send to CU1 the BH RLC CH info for each traffic so that CU1 can create the BH RLC CH mapping. This BH RLC CH info includes BH RLC CH ID + next-hop BAP address for UL and BH RLC CH ID + prior-hop BAP address for DL. 

	CATT
	We indicate that the BAP address is used to generate mapping table. And BAP address of target parent node of boundary node should not be sent in each QoS transfer procedure because the BAP address is not changed and the mapping table is always configured to boundary node



IP address signalling
[Nok0823] proposes that RAN3 discusses two options:
· Option 1: DL IP addresses are assigned by CU2 after traffic offload has been handshaked between CUs, which requires two runs of the new XnAP procedure. In this case, CU1 indicates to CU2 the new DL IP addresses.
· Option 2: CU1 provides to CU2 the DL IP addresses together with the QoS info. In this case, CU1 indicates to CU2 the old DL IP addresses.
The TPs in [Hua0800] and [ZTE0140] essentially propose Option 2. [Hua0800] also proposes that RAN3 should discuss how CU1 can associate the list of DSCP/FL in the response message with the list of DL IP addresses in the request message.
The Moderator proposes a way forward based on Option 2, given that it requires one, rather than 2 runs of the new XnAP procedure.
In Moderator’s understanding, as proposed by the TPs in [Sam0561] and [ZTE0140], CU1 can associate DSCP/FL in the response message with the list of DL IP addresses in the request message by specifying an IP address index (different from Traffic Index!).
	Company
	Comment

	QC
	Option 2 works. However, CU2 can only provide an individual IP address per traffic, not an IP address prefix! 

	Nokia
	Ok for Option 2. The new IP address need to be added in the response message from CU2 to CU1. 



Rejection
[Eri0163] proposes to turn the WA stating that “If non-F1-terminating CU is not able to guarantee the per topology fragment QoS requirement, it should reject the request from F1-terminating CU” into an agreement.
[Len0478] and [Hua0800] propose to support partial rejection of traffic offloading.
The signalling to enable partial rejection is included in the TP.

Other issues related to the new XnAP procedure
[Nok0823] proposes to discuss the impact and potential solution of the fact that BAP addresses are unique only within its own topology and two parents of the boundary node may have the same BAP address.
In Moderator’s understanding, the uniqueness issue is a RAN2 issue.
For boundary node UL UP traffic, [Hua0800] proposes that the CU1 should indicate to CU2 the list of TEID of F1-U tunnels for each QoS info.
	Company
	Comment

	QC (Rapporteur)
	RAN3 and RAN2 have agreed on inter-topology transport option 4, i.e., using BAP header rewriting. This agreement is based on the assumption that the BAP address management occurs independently in each topology and the BAP addresses are unique only within a topology. 
There should be no new discussion at this point of the WI.



The Moderator invites the proponents to clarify the purpose of indicating the list of TEIDs to the CU2.
The Moderator’s view is that the issues below should be considered after we have agreed at least the first version of XnAP signalling.
[Sam0561] argues that proposes that an update of reconfiguration information may result in additional traffic offloading between CU1 and CU2, and that, to reduce the number of messages exchanged, the new XnAP procedure for Transport Migration Management should carry the multiplexing info. 
[Sam0561] also argues that for boundary node, for descendant node or boundary node without SRB3 configuration, the IABOtherInformation message is sent to the CU1. Thus, CU1 has to request the IP address from CU2 via the new XnAP procedure. After receiving the new IP address, the CU1 can assign those IP addresses to boundary node and descendant node based on its own implementation.
[Sam0561] proposes that CU1 indicates to CU2 the ID of the descendant node that terminates a certain “traffic”. The claimed benefit is that CU2 can configure the routing in its topology in an optimized way, e.g., assign the same routing path for the traffic belonging to the same node, or assign the same “fake” destination BAP address for the traffic towards the same node, configure the local rerouting if congestion occurs, etc.
	Company
	Comment

	QC 
	Multiplexing info: Agree with Samsung.
IABOtherInformation: This would not work out if the new XnAP message is sent after the Xn HO message.
Descendent-node ID: We propose to include the top1 DL BAP routing ID with each traffic type, instead. 
· This needs to be done for UL anyway to avoid 1:N mapping as outlined above.
· All DL traffic types to the same descendent node, that share the same BAP routing ID in Top1, could be assigned the same BAP routing ID in Top2.
· All DL traffic types to the same descendent node, that use different BAP routing IDs in Top1, have to be assigned the different BAP routing ID in Top2.
This is better than using just the descendent-node ID.



Summary: the inclusion of MUXing info in the new XnAP procedure is discussed in CB#1307. The Moderator proposes to discuss the remaining two issues at the next meeting.
TBC:
· Whether there is a need to enable CU1 to request the IP addresses for the boundary node explicitly via XnAP.
· Descendant node ID indication in the new XnAP request message

The XnAP TP
Based on the proposals and TPs discussed above, the Moderator has provided an XnAP TP in the CB folder. The TP is named: draftR3-22xxxx TP for IAB BL CR for TS 38.423 IAB Transport Migration Management_v2.
Please check the TP and leave your comments in a way that enables the Moderator to process them easily.
Q1: Do you agree with the “draftR3-22xxxx TP for IAB BL CR for TS 38.423 IAB Transport Migration Management_v2”? What is missing/should be changed?
	Company
	Agree/disagree
	Comment

	Ericsson
	Please see comment
	In principle the TP is agreeable, but we have 2 comments:
· We do not think that CU1 should provide explicitly the DL IP addresses to CU2, so the corresponding row in 9.2.2.b should be deleted. Index and usage are enough.
· We should discuss the issues listed in 4.1.3 as well.

	Samsung
	
	See comments in “…_v2_Sam” in the draft folder

	Huawei
	
	Anyway, a TP is needed. Maybe we could discuss the TP when there is consensus on the open issues.

	Qualcomm
	
	The TP is needed and we should start with the first version (may be as a WA). We have the following principal comments on the present draft:
The Boundary UE XnAP ID: There is an outstanding discussion in CB1302 what these identifiers are, if they are the same as those used in Xn HO/DC messages, how to proceed with them after UE CONTEXT RELEASE, etc.
The procedure can be initiated in either direction, i.e., CU1->CU2 and CU2->CU1. However, the Request includes Traffic to be Added/Modified list with QoS info, while the Response includes the corresponding L2 info. This only makes sense for the CU1->CU2 direction, but not the opposite direction. While we believe that it is good that the procedure can be initiated in either direction, we may want to clarify if an IE only refers to F1-terminating or non-F1 terminating donor. I.e., 
· ADD should only be possible from CU1->CU2. 
· MODIFY from CU1->CU2 allows update of QoS.
· MODIFY from CU2->CU1 allows update of L2 info. 
· RELEASE is supported CU1->CU2 and CU2->CU1.  
The Request message CU1->CU2 should include the BH information on the request-side topology for UL to avoid 1:N mapping (and potentially also DL) as discussed above.
The new procedure also applies to RLF recovery.
The naming “F1 transport migration” is a little confusing since it also applies to non-F1 transport.
The Request message does not differentiate between bi-directional traffic vs. UL only traffic vs. DL only traffic for UP. For bi-directional traffic (if UL and DL are bundled together) L2 info needs to provide separate BAP routing IDs for UL and for DL.
For Request message: There should only be a DL IP address index list for each traffic info. 
For Response message: There should be a DL IP address list for each traffic info. 
For Option 2, there should be no IP prefix allowed in this list each traffic type uses only an individual IP address which is replaced. We do not replace IP prefixes.

	ZTE
	
	1. Agree with Ericsson’s comment on the DL IP address. 
2. According to agreements achieved in last meeting,
For IP address reconfiguration of descendent nodes, if needed:
-An Xn procedure between F1-terminating and non-F1-terminating CUs is used, and the F1-terminating CU adds, replaces or releases the IP addresses on the descendent node via RRC.
-The same Xn procedure is also used for the transfer of the descendent node’s QoS info/L2 info.
-The same Xn procedure is used for partial migration, inter-donor redundancy and RLF recovery.
the new defined procedure may be used for IP address allocation of descendant nodes. So it is not appropriate to name the procedure as IAB F1 Transport Migration Management. We prefer Inter-topology Transfer Preparation.
3. The new defined procedure is applied to RLF recovery case, too. The RLF recovery case is missed from the General part.
4. We think it is clearer to define separate XnAP procedures for modification or release initiated by F1-terminating donor or non-F1-terminating donor. 
5. According to TS38.473, the QoS information of non-UP traffic is reflected by the priority in the Control Plane Traffic Type IE. Priorities setting principle depends on donor-CU, and it varies among donor-CUs. So it is possible that F1-terminating donor and non-F1-terminating donor have different principles. For example, F1-terminating donor determines that non-UE-associated F1AP message has higher priority than UE-associated F1AP message, while non-F1-terminating donor treats them as the same priority. So F1-terminating donor should send the non-UP traffic type to non-F1-terminating donor, i.e. UE-associated F1AP message, non-UE-associated F1AP message or non-F1 traffic. Then non-F1-terminating donor can know the type of the non-UP traffic to be migrated and determine priority for the non-UP traffic, thereby configuring routing and bearer mapping based on the priority.  

	Fujitsu
	
	We need more discussion on whether the CU2-initiated F1 transport modification/release can reuse the CU1-initiated procedure. Maybe it is better to use separate procedures.
We have three more comments on the TP:
In 9.1.x.b, it seems that the Traffic Failed to be Added List and Traffic Failed to be Modified List are unnecessary, since there are Traffic Added/Modified List. No strong view.
In 9.2.2.e, it should reflect the concept of pseudo BAP address. For example in DL, the BAP address in the routing ID for a descendant node traffic is not the real BAP address of the descendant node.
In 9.2.2.g, it is better to add “boundary” before IAB-node.

	Lenovo
	
	1: For the message from CU1 to CU2, the L2 info (ingress BAP routing ID and ingress BH RLC for UL and egress BAP routing ID and egress BH RLC CH for DL) needs to be included to avoid 1:N mapping. 
2: The direction of the procedure triggered by non-F1-terminating CU is left FFS.

	Nokia
	
	Per Section 4.1.4, In Option 2, the response needs to include the new IP address assigned by CU2. The specific old IP address (CU1->CU2), and new IP address (CU2->CU1) is needed. The IP prefix is not needed. 
The message name should be general to cover topology redundancy. 
Same non-UP traffic type for both UL and DL. 

	CATT
	
	1. The purpose and the IEs included in F1 transport migration request may different for F1-terminating CU triggered procedure and non F1-terminating CU triggered procedure.  For CU2 triggered, it contains DSCP/FL rather than QoS.
2. IP address request and allocation should be included



Summary: the TP has been updated, based on the comments. Some of the changes require an explanation:
· The new procedure name is changed to IAB Traffic Transport Management. “F1” has been removed from the name. Some companies pointed out that the procedure does not only exchange the information about traffic migration, but also IP-related information and, potentially, MUXing information (FFS). Moderator’s understanding is that all this additional information is, in any case, a consequence of traffic migration. Hence, the Moderator thinks that the “traffic migration” is appropriate to include in the procedure name. 
· RLF recovery scenario is mentioned in procedure text.
· Boundary node ID is left FFS, to align with CB#1302.
· “QoS” for non-UP traffic. Some companies would like the same designation for UL and DL (“Non-UP Traffic Type”). The Moderator thinks that the approach from F1AP should be followed. Some companies argued that CU2 determines relative priority between non-UP traffic types (which is on F1AP the role of Control Plane Traffic Type IE). The Moderator disagrees with that view – for UP traffic, the CU1 determines the QoS and CU2 accepts or rejects. If CU1 prefers to carry NUA F1-C with higher priority than NU F1-C, that should be possible to indicate to CU2. What “QoS” indication for non-UP QoS is used is FFS.
· Avoidance of 1:N mapping. Included the index of the BRID and the index of the BH RLC CH ID used under CU1 for each “traffic”.
· As per Samsung’s remark, an “All traffic” indication is defined to avoid sending the entire list of Traffic Indices when a requested action refers to the entire traffic.
· Wrt Option 2 for DL IP TNL address indication by Nokia, companies are invited to explain why CU1 needs to explicitly indicate the DL IP address.
· Ensured the following by adding also L2 info in the ‘To be modified’ list:
· ADD should only be possible from CU1->CU2. 
· MODIFY from CU1->CU2 allows update of QoS.
· MODIFY from CU2->CU1 allows update of L2 info. 
· RELEASE is supported CU1->CU2 and CU2->CU1.
· For revoking, how can the recipient of the request reject the request? Shall we introduce a “Traffic failed to be Released” list? “Failed to be released” sounds a bit odd, so we propose to use the term “revoking”.
· Reflected the concept of pseudo BAP address and pseudo BAP routing ID in 9.2.2.d and 9.2.2.e, as per Fujitsu’s comment.
· The companies are invited to consider whether further changes are needed to accommodate the following:
· CATT’s remark that the BAP address of the parent node under CU2 need not be sent every time the procedure is invoked. Please provide changes in IE design, if applicable.
· QC’s remark that the Request message does not differentiate between bi-directional traffic vs. UL only traffic vs. DL only traffic for UP. For bi-directional traffic (if UL and DL are bundled together) L2 info needs to provide separate BAP routing IDs for UL and for DL.
Please note that change-on-change marks have not been used.
Proposal 1: Agree the TP for IAB BL CR for TS 38.423 in R3-221233.

Management and revoking of Transport Migration
[Eri0163] proposes that both CU1 and CU2 should be able to request the revoking. It is proposed that, if CU2 desires the revoking, it can initiate the new class-1 XnAP procedure for Transport Migration Management. If CU1 desires the revoking, it is proposed that CU1 can request the CU2 to initiate the new class-1 XnAP procedure for Transport Migration Management.
The TP in [Sam0561] proposes the “Traffic to be released List” and the paper argues that CU1 may also request the release by using a Traffic Index pertaining to the traffic that is to be released.
[QC0295] proposes that CU2 may indicate to CU1 the release of the transport path in CU2’s topology or provide updated BAP IDs of the transport path.
[Hua0800] proposes that the new XnAP procedure should support modification and release per Traffic Index. It is further proposed that the revoking can be enabled by using the “release” feature in the new procedure.
Moderator’s view:
· There seems to be a consensus in the papers for the support for modification and release of resources in the new XnAP procedure.
· The Moderator notices that the release of resources is effectively revoking, where the traffic to be released is indicated by a Traffic Index.
· At least two companies have argued that CU1 should be able to trigger the revoking. 
Potential proposal 2-1: The new XnAP procedure for F1 Transport Migration Management supports the modification/release of resources for serving the offloaded traffic, by indicating the Traffic Indices of the migrated F1 traffic to be modified/released in the “Traffic to be modified List”/“Traffic to be released List”.
Potential proposal 2-2: Revoking of F1 Transport Migration can be enabled by indicating the Traffic Indices in the “Traffic to be released List” in the request message of the new XnAP procedure.
Potential proposal 2-3: Agree the following:
· For topology redundancy: 
· CU1 can initiate the new procedure to request F1 Transport Migration setup, modification or revoking.
· CU2 can initiate the new procedure to request F1 Transport Migration modification or revoking.
· For partial migration: 
· CU1 can initiate the new procedure to request F1 Transport Migration modification or revoking.
· CU2 can initiate the new procedure to request F1 Transport Migration modification.
· CU2 can initiate the XnAP HO for the boundary MT to request F1 Transport Migration revoking.
Potential proposal 2-4: For topology redundancy, partial revoking is supported.
In case you disagree with a proposal or a part of it, please motivate.
	Company
	Agree/disagree
	Comment

	Ericsson
	2-1: Agree
2-2: Agree
2-3: Agree
2-4: Agree
	PP2-3: CU1 needs to be able to revoke the F1 transport migration caused by congestion at CU1, network, once the conditions in CU1 network have improved. There is absolutely no reason to maintain the target path after the causes of offloading become obsolete.
Please note that:
1. CU1 must anyway be able to send the request message of the new procedure - to trigger the F1 transport migration. If we specify the resource release in the request message (is there any reason why we should not?), CU1-triggered revoking is automatically supported.
2. The CU2 should be able to revoke, i.e., to request path release. In TopRed, there is no HO, so path release can only be done by using the new XnAP procedure.

	Samsung 
	2-1: agree with clarified understanding
2-2: agree with clarified understanding
2-3: see comments 
2-4: agree 
	P2-1: agree based on the understanding that it is referring to the new XnAP procedure initiated by F1-termination donor
P2-2: agree based on the understanding that it is referring to inter-donor topology redundancy case. For the partial migration, the revocation is realized by Xn HO, and CU1 does not need to indicate a release list, instead, a single indication is enough
P2-3: some points from our side
· The decision of requesting traffic setup/modification/release or revoking should be made by CU1 since CU1 is the entity controlling all the traffic, and CU2 is “helper” to offload CU1’s traffic. 
It is not reasonable to let CU2 to request which traffic is released/modified. For example, 10 traffic is offloaded to the CU2, and those traffic are transmitted via the same routing path in the CU2 topology. If such routing path encounters congestion, the CU2 requests to release 5 traffic (traffic 1~5) to relief the congestion. However, from CU1’s point of view, release traffic 4~6 would be better choice since it find traffic 4~6 is less important than traffic 1~5.
With the above idea, the CU2 can provide information to help CU1 make decision. This can be realized by a new XnAP class 2 message from CU2 to indicate the serving status in CU’s topology.   
· Racing problem: if both CU1 and CU2 can trigger the new XnAP procedure, it will cause the race problem, i.e., both CU1 or CU2 may trigger this procedure at the similar time, which needs discussion on how to solve this problem. 

So, we suggest the P2-3 is rephrased as below:
· CU1 is the entity determining setup/modification/release and the revocation for the traffic offloaded to the CU2’s topology
· For topology redundancy: 
· CU1 can initiate the new procedure to request F1 Transport Migration setup, modification or revoking.
· CU2 can initiate the new class 2 procedure to provide serving status of CU2’s topology, which can help CU1’s decision make. FFS on details of serving status of CU2’s topologyto request F1 Transport Migration modification or revoking.
· For partial migration:  
· CU1 can initiate the new procedure to request F1 Transport Migration setup, modification or revoking.
· CU2 can initiate the new procedure to request F1 Transport Migration modification.
· CU2 can initiate the XnAP HO for the boundary MT to request realize F1 Transport Migration revoking.



	Huawei
	See comments
	OK for 2-1 and 2-2; Just to confirm that we allow bi-directional “traffic to modify/release”, right?
For 2-3, 1) note that “revoking” is not a new procedure, but just “traffic to be modified/released” for redundancy, which we think it could be bi-directional; 2) while for partial migration case, the revoking could be triggered with HO procedure initiated by CU2.
OK for 2-4 
Also note that the name of new Xn procedure needs further discussion, e.g. some company proposed “F1 transport migration”, some for “traffic adaptation”…

	Qualcomm
	See comments
	2.1: Ok
2.2: Ok
2.3: The following needs to be addressed:
· RLF recovery should be included.
· Revocation of transport migration should be referred to as Release of transport migration.
· Non-F1 transport is included too.
· CU1-based modification applies to QoS. CU2-based modification applies to L2 only. 
· For partial migration, CU2 can invoke the Xn HO procedure which will migrate all traffic back to CU1. The new Xn signaling is not needed. This is discussed in CB1301.

Proposed rewording for P2-3:
· For redundancy, partial migration and RLF recovery:
· CU1 can initiate the new procedure to request Transport Migration setup, modification (QoS info), and release.
· CU2 can initiate the new procedure to request Transport Migration modification (L2 info only), and release.
2.4: This is already captured in P2-3.


	ZTE
	2-1: ok
2-2: agree
2-3: ok
2-4: agree
	For P2-1, We think it is clearer to define separate XnAP procedures for modification or release initiated by F1-terminating donor or non-F1-terminating donor.


	Fujitsu
	2-1: Agree in principle
2-2: Agree in principle
2-3: Agree
2-4: Agree
	2-1: We prefer to use separate new XnAP procedures for addition/modification/release of the traffic. We are fine with using one new XnAP for all these purposes if all details are worked out properly.
2-2: Same comment as 2-1.

	Lenovo
	2-1: ok
2-2: ok
2-3: see comments
2-4: ok
	For 2-3:
The revocation ONLY need to be triggered by CU2 if the BH link of CU2’s topology suffer overload, and there is no need to revoke the partial migration or offloading by CU1 if CU2 is not overloaded.

	Nokia
	Ok, except P2-3
	P2-3, partial migration, not ok for CU1 to initiate revoking.  Refer to the discussion in CB#1302


	CATT
	Agree all
	CU1 can trigger revocation of partial migration.



Summary: there exists a consensus on most of the issues. One open issue is whether CU1 can initiate the revoking. Six out of nine companies are OK with the corresponding proposal 2-3 that allows CU1 to request the revoking, while three companies have certain reservations. The Moderator of the present CB decides to go wit ha WA. As stated in the Moderator’s summary of CB#1302, the release of offloaded traffic can be used to implicitly trigger the XnHO CU2->CU1 (e.g., CU2 initiates XnHO after CU1 has requested release of all offloaded traffic). 
Proposal 2-1a: The new XnAP procedure for inter-donor transport migration management supports:
· Setup and modification of traffic migration.
· Release (i.e., revoking) of traffic migration, which includes migrating the offloaded traffic back to the CU1’s (F1-terminating-CU’s) topology and the release of CU2’s (non-F1-terminating-CU’s) resources used for serving the offloaded traffic.
Proposal 2-1b: In the messages for inter-donor transport migration management, a list of Traffic Indices can be used to indicate the traffic subject to migration setup, modification, and release/revoking. 
Proposal 2-2: Release/revoking of inter-donor transport migration can be enabled:
· In topology redundancy, by including a list of Traffic Indices in the “Traffic to be released/revoked” list or by including the “All Traffic” indication in the request message of the new XnAP procedure.
· In partial migration and RLF recovery, by including the “All Traffic” indication in the request message of the new XnAP procedure.
Proposal 2-4: In partial migration and RLF recovery, only full release (i.e., revoking) is supported. In topology redundancy, both full and partial release (i.e., revoking) are supported.
Proposal 2-3:
· For topology redundancy: 
· CU1 can initiate the new procedure to request setup, modification (of QoS info only), and full or partial release (i.e., revoking) of traffic migration.
· FFS on which of the following two alternatives is supported:
· Whether CU2 can initiate the new procedure to request modification (of L2 info only) and full/partial release (i.e., revoking), OR 
· Whether CU2 can initiate a new class-2 procedure to provide serving status of CU2’s topology, which can help CU1’s decision making wrt modification and release (i.e., revoking) of traffic migration. 
· For partial migration and RLF recovery:  
· CU1 can initiate the new procedure to request setup, modification (of QoS info only), and (WA) full release (i.e., revoking) of traffic migration.
· CU2 can initiate the new procedure to request modification of traffic migration (modification of L2 info only).
· CU2 can initiate the XnAP HO for the boundary MT to realize full release (i.e., revoking) of traffic migration.

F1AP signalling for BAP header rewriting configuration
Paper [Sam0561] (R3-220561) proposes the following:
Proposal 2-1: the F1AP signaling is enhanced to configure the header rewriting table, each entry of which contains ingress BH RLC CH, prior-hop BAP address, old (or ingress) BAP routing ID, and new (or egress) BAP routing ID. 
Proposal 2-2: the F1AP signaling is enhanced to configure the routing table, each entry of which contains the applicable topology, i.e., cell group ID.
Q3-1: Do you agree to Proposal 2-1 from R3-220561?
Q3-2: Do you agree to Proposal 2-2 from R3-220561?
	Company
	Answer

	Ericsson
	3-1: Yes.
3-2: RAN2 scope. RAN2 will discuss the topology indication in January meeting.

	Samsung 
	3-1: yes 
3-2: agree except RAN2 decision on the topology indication 

	Huawei
	Yes for 3-1;
Not sure for 3-2, as commented by E///, RAN2 should be discussing this now.

	Qualcomm
	3-1: No. This is not compliant with RAN2’s present BAP processing procedure which is based on the following agreement: 
· RAN2 agreement: “The data is determined as to be header rewritten and perform the header rewriting accordingly, if routing ID in header matches any “previous routing ID” in the rewriting table; and then perform routing and mapping to BH RLC CH.” 
· RAN2 agreement: “Will have rewriting mapping configuration(s) Old routing ID to New routing ID that limits the possible rewriting (for all cases of re-writing), details FFS”
The above proposal must be discussed in RAN2.
3-2: Partially yes. The routing entry should be enhanced with topology ID, such as “F1-termination CU’s topology” vs. “Non-F1-termination CU’s topology”


	ZTE
	3-1: No
Proposal 3-1 intends to solving 1:N mapping for UL. However, F1-terminating donor can send routing IDs in its topology to non-F1-termianting donor. If two different traffic indexes(each is associated with a specific QoS requirement) correspond to the same routing ID. Non-F1-terminating donor is aware of this case, and configures the same path for these two traffic indexes by implementation.   
3-2: It is discussing by RAN2. we can wait for RAN2’s conclusion.

	Fujitsu
	RAN2 scope.

	Lenovo
	3-1: No. Ingress BH RLC CH and prior-hop BAP address are useless for BAP header rewriting, and the BAP header rewriting configuration for DL or UL is a RAN2 issue must be discussed by RAN2 firstly.
3-2: Partial agree with the motivation to differentiate topologies in the routing configuration, but the detail can be discussed by RAN2.

	Nokia
	Both needs to wait for RAN2 discussion. 
In particular, regarding the latter proposal on Monday RAN2 minuted:
FFS if The routing entry is associated by configuration with the topology the entry applies to, e.g. by an explicit indicator.


	CATT
	RAN2 decides BAP header rewriting table and topology indication



Summary: based on the answers, most of which suggest that we should wait for RAN2 decision, the following is to be captured in black bolded text:
The F1AP signalling enhancements to enable configuring the header rewriting table are pending RAN2#116-e agreements.
CP/UP separation
F1-C transfer path configuration
At the RAN2#116-e meeting, the following was agreed:
The configuration of F1-C traffic on the indication of the the leg(s) used for transferring the F1-C traffic is configured to IAB-MT by a new field , e.g., f1c-TransferPath-r17  ENUMERATED {MCG, SCG, both}.
[ZTE0211] (R3-220211) proposes F1AP signalling for the donor-CU to configure a parent IAB-DU of a dual-connected IAB node with whether the F1-C traffic is sent via the MCG, SCG or both.
Q4-1: Do you agree with the TP for IAB BL CR for TS 38.473 in R3-220211?
	Company
	Answer
	Comment

	Ericsson
	In principle, yes, but we should check the details.
	

	Samsung 
	Agree
	

	Huawei
	Similar view as E///
	

	Qualcomm
	Yes
	

	ZTE
	Yes
	

	Fujitsu
	Yes
	

	Lenovo
	Yes
	

	Nokia
	Yes. 
	Detail need to be further checked



Summary: no major comments received, so can we agree the TP as is?
Proposal 4-1: Agree the TP for IAB BL CR for TS 38.473 in R3-220211.
Split SRB2 setup for F1-C transfer 
For CP-UP separation Scenario 2, [Sam0561] proposes that the MN can send an explicit indication to SN to indicate that the intention of a split SRB2 request is F1-C transfer. [CATT0231] argues that this is not needed, since the split SRB setup is up to SN’s decision anyway. [Hua0800] argues that the motivation for the proposal is not clear, that the current specification provides the necessary support over XnAP, and that the proposal contradicts the following RAN3#113-e agreement:
If IAB node establishes NRDC before F1-C, the IAB node can implicitly derive whether MN or SN is the F1-terminating donor, e.g., based on who provides the default BAP configuration.
Q4-2: Should RAN3 specify an explicit indication on XnAP, enabling the MN to indicate to the SN that the intention of a split SRB2 request is F1-C transfer?
	Company
	Answer
	Comment

	Ericsson
	No 
	In our understanding, in TopRed Scenario 2, the SN is a “normal” gNB. Such a node does not understand what carrying F1-C over SRB2 means – this would mean that a “normal” gNB needs to understand IAB, without supporting it. In November meeting, we have already precluded such a case.

	Samsung 
	Yes
	If such indication is not provided, there is a case where the SN rejects the split SRB2 establishment. If the explicit indication is not provided, we need discuss how to deal with the F1-C traffic transmission without split SRB2. 

	Huawei
	No
	As discussed in the document, we think the proposal is not clear, and contradicts the already reached agreement.

	Qualcomm
	No
	We have discussed this in a prior meeting already and there was not sufficient support. Let’s please not rediscuss the same issues! 

	ZTE
	No 
	An explicit indication may not be needed. Because SN can implicitly know to setup split SRB, such as via IAB node indication or IAB-MT capability information (e.g. F1-C over RRC). 

	Fujitsu
	No strong view
	

	Lenovo
	Yes
	An indication is needed to enable F1-C traffic transmission over split SRB2, otherwise, the CP-UP separation cannot be supported.

	Nokia
	No
	SN should be implemented understanding that rejecting split SRB can come with unattractive consequences.

	CATT
	No 
	


Summary: no agreement.
IP address allocation for descendant nodes and multiplexing information exchange
Q5-1: Should the new XnAP procedure be used for IP address request of descendant nodes and multiplexing information exchange?
	Company
	Answer
	Comment

	Samsung
	Yes 
	One procedure can be commonly used for the inter-donor configuration. 

	Huawei
	No
	Technically existing procedure could be used for IP address request, for multiplexing info, maybe this could be discussed in the CB#1306?

	Qualcomm
	Yes
	Agree with Samsung. The same procedure should be used for Both, multiplexing info exchange and IP address request of descendent nodes. 

	ZTE
	Yes 
	Agree with SS.

	Fujitsu
	Yes
	It is better to use one procedure.

	Lenovo
	Yes
	Only one common procedure is better. 

	Nokia
	See comments
	Multiplexing may need to be discussed separately.

	Ericsson
	See comment
	We can only agree to the IP address request being an optional IE.
MUXing info should be and is discussed in CB#1307.



Summary: the inclusion of MUXing info in a legacy, new XnAP or a dedicated new XnAP is discussed in CB#1307. With respect to IP address allocation to descendant nodes, the following is proposed:
Proposal 5: If the IP addresses of descendants of the boundary node in partial migration and RLF recovery need to be changed to enable traffic migration, the new XnAP procedure can be used for IP address request of descendant nodes, if needed.s
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