3GPP TSG-RAN WG3 #114bis-e
R3-221185
Online, 17-26 Jan 2022

Agenda Item:
22.3.1

Source:
ZTE (moderator)

Title:
Summary of discussion on MBS6_MobilitySupport

Document for:
Approval

Introduction

CB: # MBS6_MobilitySupport
- Design details of alt1, e.g., the sequence number from 5GC, the QoS flow to MRB mapping rules, data forwarding, status exchange for data forwarding?

- Design details of alt2, e.g., how to coordinate the shared NG-U and MRB context for shared CU-UP?

- LS reply to SA2?

- Capture agreements and provide TPs if agreeable
(ZTE - moderator)

Summary of offline disc R3-221078
For the Chairman’s Notes

For online discussion:
Proposal 1: PDCP SN sync based on per QoS flow SN (FFS to define a new 32-bit SN or reuse existing per QoS Flow QFI sequence number in GTP-U header

).
Proposal 2: To achieve PDCP SN sync among gNBs not sharing the same NG-U termination, 

-
part of QoS flows follow the one-to-one mapping (i.e., to minimize data loss) from QoS flow to MRB, and 

-
others follow flexible mapping rule which is determined by RAN node. Evaluate standardization impacts to avoid duplicates.

-
FFS how to decide which QoS flow follow the one-to-one mapping rule.

Proposal 3: FFS on whether data forwarding is needed for NR MBS, taking data buffer solution at target node into consideration. Liaise SA2 on RAN3 status on data forwarding between MBS supporting nodes
.

Likely agreeable:

Proposal 4: To achieve PDCP SN sync among gNBs sharing the same NG-U termination, FFS on necessary E1/NG-C signaling enhancements:  

-
E1 based solution: CU-UP announces availability of shared NG-U termination denoted by the MBS Session the supported MBS (TMGI list for example) to the connected CU-CP by means of CU-UP triggered E1 interface management procedures

-
NG based solution: gNB provides to the 5GC (MB-SMF, more specifically) at shared NG-U bearer setup (multicast and IP MC transport) the availability of shared NG-U terminations. This information is provided to other gNBs at subsequent shared NG-U bearer setup. Liaise SA2 on the feasibility the NG based solution.

-
At E1 MBS Session Context setup (procedure name FFS) CU-UP may change the CU-CP mapping decision to achieve sync’d mapping rule among involved gNBs.

To be continued.

Proposal 5: The deployment of alternatives 1 and 2 for PDCP SN sync is not mutually exclusive (no need for any specification text).

Proposal 6: it is up to RAN implementation on whether the alternatives 1 and 2 for PDCP SN sync are applied to Broadcast session.

Proposal 7: Indicate target RAN node about the activation/deactivation status of the Multicast session in the XnAP: HANDOVER REQUEST. LS SA2 about RAN3 understanding of the Xn impacts on Multicast status indication.
Background
Per RAN3 progress on Rel-17 NR MBS (RAN2/RAN3 progress noted in the appendix), following issues on multicast mobility are expected to be addressed according to last meeting CB summary [1] and companies’ inputs [2-16]. 

Following RAN3#114-e agreements, we’d like to have an in-depth discussion on two categories of solutions which brings distinct spec impacts, based on last RAN3 meeting agreements.

Alt1. PDCP SN sync among different CU-UP.

Alt2. PDCP SN sync based on the common UP solution.

RAN3#114e:
After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.

To support PDCP SN sync, support alt 2 (PDCP SN Sync for a common CU-UP) in Rel-17.

To support PDCP SN sync, support alt 1 (PDCP SN Sync among RAN nodes with different CU-UP) in Rel-17.

Compromised WF: Continue the discussion on both Alt1 and Alt2 solutions together in the next meeting
PDCP SN Sync among gNBs with different CU-UP 

For this alternative, they are similar issues that we have learnt from last RAN3 meeting. Basically, companies are well aligned to use a common sequence number from core network to derive the sequence number in air interface, i.e., PDCP SN.  The next questions are which sequence number to use and how to use it. 

Other issues on whether and how to have data forwarding based on such PDCP SN sync are to be discussed/noted in following sections.
Which sequence number to use

There are two options.

Option 1. New per QoS Flow sequence number [3,4]. The length of QFI Sequence number is 24 bits which is also smaller than 32 bits PDCP count value. Therefore, full PDCP Count sync is suggested as “PDCP specification is written using COUNT everywhere and it is less specification impact to reuse PDCP COUNT also for MBS” [3].

Option 2. Existing per QoS Flow QFI sequence number in GTP-U defined in previous release (Rel-16 for URLLC redundant transmission in backhaul). The supporting companies think it is unnecessary to have PDCP HFN sync among RAN nodes. [2,10,15,16]
MBS security in RAN has been excluded, the unsynchronized HFN between UE and gNB does not affect normal transmission which is like sidelink broadcast.

PDCP SN synchronization is enough to minimize data loss and different gNBs can maintain different HFN values for MBS transmission. The target gNB can just ignore  the HFN value in the SN STATUS TRANSFER message or in PDCP status report if there are any.

Existing per QoS flow DL Sequence number can be re-used. In Uu interface there is no need for network to indicate the HFN value during MRB initialization.

Basically, it is about whether to have PDCP SN synced or PDCP Count value synced, Currently RAN2 is also about to discuss about it. Although RAN2 can be referred to, it is good to hear RAN3 voices on this from RAN3 perspective.
Q1: Which sequence number to use for PDCP SN sync? Better answer from RAN3 impacts perspective. 

	Company
	Option
	Comment

	Huawei
	Option 2
	Option 2 can work, no strong motivation to have option 1, i.e. a new per QoS Flow sequence number.

	CATT
	Option 2
	Same view as Huawei.

	ZTE
	Option 2
	It works without HFN sync.

	Nokia
	Option 1
	If only SN is received over N3 the gNB can set any HFN value in the PDCP COUNT used between gNB and UE. However, the PDCP specification for the UE does not “ignore” the HFN: unless RAN2 makes changes, it is based on COUNT value. For example, how the wrap around is managed for the UE? This will force RAN2 to change their PDCP specification. Another negative point with option 1 is which node decides PDCP SN=12 bits or 18 bits?
Why creating an issue with RAN2 while it just costs a few bits over N3??
I suggest sending an LS to RAN2 to check this point before.

	Lenovo
	Option 1
	The length of QFI Sequence number is 24 bits which is also smaller than 32bits PDCP count value. Define a new 32 bits Sequence Number would be a appropriate solution.



	Ericsson
	
	RAN2 still has an FFS whether HFN is needed. If you see an urgent need to clarify things, then liaise to RAN2.

	Qualcomm
	Option 2
	Existing QFI SN meets the need of PDCP SN sync.

	Samsung
	Option 2
	

	CMCC
	Option 2
	PDCP SN synchronization can work, no need to introduce new sequence number. 

	NEC
	Option 2
	Same view as Huawei.


Summary of Q1:

7 support option 2, i.e., no HFN sync is needed, existing QFI DL SN is enough.

2 support option 1, i.e., HFN sync is needed, therefore a new per QoS flow SN shall be defined to have PDCP Count value.

Two companies suggest referring to RAN2 decision.

Based on the received comments, this is assumed to be more of a RAN2 issue with potential RAN3 impacts (i.e., NG-U header design). Since RAN2 currently is having an email discussion on this, moderator suggests waiting for RAN2 progress. For now, RAN3 confirms that it is based on a per QoS flow SN to derive the PDCP SN.

Proposal 1: PDCP SN sync based on per QoS flow SN; whether a new 32-bit SN or existing per QoS Flow QFI sequence number in GTP-U, it is pending on RAN2 discussion about HFN sync on Uu interface. 
How to use such sequence number
There are variations of how QoS flow of MBS session are mapped to MRBs in air interface.

Option 1. One-to-one mapping [2,4,10,15,16]. Reference [10] further suggests that such one-to-one mapping applies for specific MBS session that really needs lossless delivery.

Option 2. Flexible mapping [3, 6]. It suggests following RAN2 agreements (“Multiple MBS QoS flows corresponding to the same MBS session can be mapped to one or more than one MBS radio bearers.”), and it is beneficial from design perspective (“simplify the low layer behaviour and/or to occupy less logical channel IDs” [6], “Maximum number of radio bearers configurable to a UE” shall be considered [3].). Solutions on how to achieve packet duplication free delivery during mobility are provided in ref [3] and [6].

Option 3. QoS flows that need lossless delivery follow the one-to-one mapping, and flexible mapping for others [16]. This is a compromise solution that aims to provide lossless delivery for specific QoS flows and maintain the flexible mapping of each RAN node. The motivation here is the same as in [3], that the maximum radio bearer number can be configured to one UE shall be limited. Although one-to-one mapping for all QoS flow is a simple solution, there might be cases the rule will not work (multiple sessions and multiple MRB, together with multiple DRB), and forcing such rule to all QoS flows introduces extra overhead.

Option 4. All-to-one mapping [4]. Simple, and it works. However, it seems the granularity of QoS flow is not needed any more in the first place if all flows are to be mapped to one single MRB.
Option 5. Mapping up to gNB implementation. In this solution, CN provides both same GTP-U SN and same QFI SN to the RAN nodes, in case the RAN node is configured to use one to one mapping, the RAN node uses QFI SN, in case the RAN node is configured to use M to N mapping, the RAN node uses both GTP-U SN and QFI SN.
Q2: Which to go for the QoS to MRB mapping rule? 

	Company
	Option
	Comment

	Huawei
	Prefer 5.

Acceptable for 1, 3, and acceptable for 2 with comment
	To progress, we would like to propose another option 5, how to map the flow to MRB is up to RAN node implementation.
For the solution for option2 currently mentioned in [3] seems not work, as there is only one PDCP in split MRB2, however, the PTP and PTM use different SN spaces in this solution, it is impossible for the single PDCP to adaptive these two SN space for PTP leg and PTM leg. In our view, to make this option 2 solution [3] work, a DRB has to be setup for catch up in addition to the MRB, and the data in DRB needs to delivered first and after that MRB data can be delivered, and the DRB has to be removed after such procedure.

	CATT
	Prefer 2.

Acceptable for 1, 3 with 3 more preferred than 1
	We think flexible flow to DRB mapping should be supported  based on RAN2 agreement and taking into the number of MRB that UE could support. However, we do understand the time is limited in Rel-17, we propose starting with “light Option 2”, i.e. only to specify how the RAN node generates PDCP SN but do not introduce any Stage 3 modification in RAN3. Any Stage 3 modification could be postponed.

And to make progress, we think Option 3 (or even Option 1) is acceptable but not our preference.

We don’t think Option 4 or 5 is suitable for making progress.

	ZTE
	Prefer 3.
	From implementation’s perspective, option 1 has its drawback without doubt (we share the same concern from SA2). 
We need gNB to be in control of the MRBs as in 5G QoS framework. Therefore, such flexibility of QoS flow to MRB mapping shall be kept, which is echoed in option 2.
Since lossless HO is our aim, option 3 can achieve such aim with limited complexity, and it is good for implementation. Also, option 3 is a good compromise of option 1 and 2.
Option 5 introduces more overhead and complexity than any other options, therefore it is not preferrable to us.

	Nokia
	Option 2

Otherwise option 1 or 3
	First on option 2 to answer Huawei: the solution in tdoc [3] is similar to lossless HO today i.e. you setup the “old MRB configuration” at target for a while and then switch to new MRB configuration. Here the “old” MRB1 at source node is first setup at target until we are sure that all packets delivered at source will not be received again over target MRB2 PTM. Then after that UE is reconfigured from MRB1 to MRB2 i.e. there are 2 MRBs involved and therefore no conflict of SN space.

Option 2 is the safest and it just requires to exchange the CN Sequence Number instead of the PDCP sequence numbers to enable the coordination. We could leave the rest up to implementations. Companies have time to check that it works till next meeting. It would be a pity to lose this opportunity.
If we cannot agree on 2 unfortunately the default is option 1. Option 3 can be explored but it is unclear which node will decide 1:1 vs N:1 mapping for a QoS flow, if it is CN how will CN determine the number of MRBs available in a cell given that this depends on number of DRBs: the number of MRBs available in a cell is a per cell situation which also depends on UE capabilities and number of DRBs needed.  

	Lenovo
	Option 3 or 1
	We need more time to check the feasibility of option 2.

	Ericsson
	Option 1
	we are talking about the “NG-U/SDAP/PDCP entity not common for the involved gNBs” (?)
ad 1) Isn´t it already common understanding that option 1, i.e. 1:1 mapping between QoS flow and MRB is the only working option? and: why are you talking about “lossless”?
ad 2) is possible and not restricted, but for minimization of data loss and for providing some sense (the only reason) to allow PDCP SR at (inter gNB) mobility, flexibility is not an option at all. Source and Target mapping needs to be the same. If this is not common understanding we can skip the whole discussion.
[CATT]: Please see the following line in [3]:
Observation 2: Based on all of the abovementioned proposals, lossless handover for MBS sessions can be achieved between gNBs even if they use different QoS-flow-to-MRB mapping rule.
For unicast lossless can be achieved even if the source and the target use different mapping (we worked it out in RAN3). The case (and the method) for multicast can be entirely the same.
ad 3) Isn’t it already common understanding that there is no such thing as “lossless” for NR MBS? And bear in mind, that if we wouldn’t care about minimization of data loss in between gNBs, there shouldn’t be any discussion about SN allocation on NG-U.
ad 4) shouldn’t be ruled out, and could work if this mapping rule is “configured”, ie known and applied by all involved nodes. Increasing the number of options however requires either configuration or signaling, so it is not “for free” and we wouldn’t advocate it.

	Qualcomm
	Option 3
	Option 2 could be deferred to R18, if we cannot converge on a workable solution in R17. 

	Samsung
	Option 3, option 1
	

	CMCC
	Option 1 or Option 3
	This issue has been discussed for a few meetings. For lossless handover in MBS mobility scenario, one to one mapping is easy for implementation.

	NEC
	Option 1
	For multiple flows mapped to multiple MRBs scenario, it is complicated to achieve PDCP SN synchronization, since it is difficult and complicated to get flow ID and QoS flow sequence number from the MRB, though not impossible. To make the solution simple in first MBS release, we may only support one to one mapping between flow and MRB. In this way, PDCP SN can be derived from QoS flow sequence number.


Summary of discussion on Q2:

If we were to look for a solution with greatest common interests or intersection among the solutions, option 3 might be the most accepted one. 

There are concerns for option 3 though: wording ("lossless” vs “minimization of data loss”), and which QoS flow to do one-to-one mapping. The following suggest are made accordingly:

option 3 is reworded as: Part of QoS flows follow the one-to-one mapping (i.e., to minimize data loss), and others follow flexible mapping determined by RAN node. 

To add an FFS about how to decide which QoS follow the one-to-one mapping rule.

Proposal 2: To achieve PDCP SN sync among RAN nodes with different CU-UP, 

part of QoS flows follow the one-to-one mapping (i.e., to minimize data loss) from QoS flow to MRB, and 

others follow flexible mapping rule which is determined by RAN node. 

FFS how to decide which QoS follow the one-to-one mapping rule.

Data forwarding or not

Companies think data forwarding is needed to eliminate [2,3,4,6,11,13,15] 
the gap between source and target, or 

the data transmission gap during the interruption period of HO, or 

the data transmission gap during the time needed to establish the UP resources at target in case no Multicast session has not been setup in target yet.
Meanwhile, companies also suggest that data forwarding is not required through buffer management in RAN nodes [8,16]:
If the deployment as required in 22.261 §6.13.2 regarding transmission time differences within a certain transmission area can already provide an excellent quality of user experience, and

All gNBs would have to schedule user data almost immediately upon reception from 5GC, forced by a stringent PDB.

Assuming the ability of the gNBs to buffer multicast data for re-transmission, as the system is about to buffer the per UE data (e.g., forwarded or re-transmission) anyway if needed.

Even if MBS session is not established in target node, the RAN UP resources are able to be established before UE accesses to the new RAN node.

Q3: Do companies think data forwarding is justified or not based on the above arguments?

	Company
	Data forwarding yes, or no
	Comment

	Huawei
	Yes
	Big buffer is an implementation solution, it is preferred to have a standardized solution without this big buffer requirement on implementation.

And if MBS session is not established in target gNB, establish the shared NG-U before sending HO Request ACK to the source gNB, will lead to extra HO delay.

	CATT
	Prefer yes
	Generally speaking we shared the same view as Huawei.

Nevertheless, supporting only “light data forwarding” in Rel-17 may be a way out, i.e. fully rely on implementation of RAN nodes and any 
inimized enhancement for data forwarding can be postponed to Rel-18.

	ZTE
	Not needed.
	What is amazing about MBS:
All supporting RAN node are receiving the same data packets with unique packet data SN simultaneously, and distribute them in a synced PDCP SN.

MBS can be established before UE accesses to target node (which should be fast enough for transport layer procedures compared to Uu interfaces).
For data packet that is important, target is always able to buffer it but not forever (e.g., within PDB period). Smart buffer is a better and more scalable solution compared to per UE data forwarding solution.

	Nokia
	Yes
	First, there is a requirement to be lossless from RAN2.

Second the statement in 22.261 doesn’t mean that all applications will follow this requirement. We need a solution for all types of applications.   

Third, the big buffer solution does not work for the case where MBS session is not setup at target: if we take a public safety service with a PDB of 60 ms and we add 20 ms to setup the N3 tunnel, we have a break of 80 ms which can correspond to 4 voice frames. This is in our view not acceptable.

	Lenovo
	Yes
	Agree with Huawei and Nokia. 

	Ericsson
	what fascinating things you discuss here???
	We thought data forwarding was already off the table with the decision on specifying both options for PDCP SN sync. Why is this now again on the table?

NOTE: Calculation by Nokia is a very wild mathematical exercise ;-) how can the PDB and setup of N3 tunnel add to the break at all? The PDB and scheduling has to be chosen in a way that the desync of source/target is 
inimized. Data forwarding adds (!) to your calculation, this does not help at all. And after a speech frame, re-submission becomes pointless. So, the break is only given by the HO execution (short) and the desync of source and target (do your best, but not more than one frame). The setup of the N3 tunnel cannot be more than the HO execution.
Nokia: There is no “big” buffer requirement, not more than what is already implemented since Rel-15. The requirement for buffering is determined by the de-sync of source and target, which is very low as per requirement. And you have to tighten your PDB anyhow (or implement your system accordingly) to guarantee such transmission sync.
Data forwarding is clearly not needed and would be a very bad system design choice.

The “gap” between source and target should not exist according to requirements, 

- the “gap” due to interruption can be closed, if decided/needed by support of PDCP SR.

- There is no “gap” at establishment of UP resources at target.

Buffering data is anyhow needed

	Qualcomm
	Yes
	Agree with Huawei and Nokia

	Samsung
	Yes
	Agree with Huawei and Nokia. Firs the buffering is the implementation issue. And more If the UE is the first UE moves into the new gNB, there is no buffered data at the new gNB.

	CMCC
	Partly yes
	We consider that whether to do data forwarding is determined by the buffer size in RAN whatever the scenario is. If the buffer size is big enough, there is no need to implement data forwarding. If the buffer size cannot fill the data transmission gap, data forwarding is required.

	NEC
	It depends
	We should clarify that the data forwarding is only for lossless handover. Only the PTP transmission possibly requires data forwarding. 


Summary of discussion on Q3:
Camp 1. 8 companies support data forwarding; (although 2 mentioned such data forwarding is conditional, which further suggest standardization is still needed).

Camp 2. 2 companies suggest not. It seems the two camps are speaking different languages. Based on moderator’s observation, if further discussion is to be taken, consensus has to be achieved on

Whether the buffer management claimed by camp 2 can minimize the data loss.

The feasibility of buffering MBS data (pros and cons, compared to data forwarding), e.g., whether huge buffer is needed, the scalability compared to data forwarding, etc.
Proposal 3: FFS on whether data forwarding is needed for NR MBS, take data buffer solution at target node into consideration.
Message flow to enable data forwarding

If data forwarding is to be supported, the next thing is how to decide the start and end of such data forwarding. However, this is tightly related to agreements of above sections especially section 4.2 of the mapping rule. It is suggested to wait after section 4.2 is clear and discussion on data forwarding continues in the later phase. 
Just for reference, the solutions are summarized as below. 

For one-to-one mapping:

HO Request & HO Request ACK. Reusing current HO Request to send the source node status and HO Ack to deliver the target node status, e.g., PDCP SN/Count [2,4,11,13].

Data forwarding stops based on status in HO Request Ack [2,11,13].
Data forwarding stops based on “end marker” from core network [4].
Data forwarding stops based on a “stop IE/message” [2,15].
To support flexible mapping and duplication free delivery:

Ref [3] suggests sending in the HO Request acknowledge the CN SN of each QoS flow that target starts buffering and in the Status Transfer for each MRB the list of QoS flows and for each QoS flow the last forwarded CN SN together with the associated PDCP SN.
Ref [6] SN Status Transfer message and Late Target SN Status Transfer, generated according to the receiving status of every QoS flow over NG-U and the mapping rule.
Companies also suggested that SN Status Transfer message for MRB shall be extended to cover MRB to enable PDCP SN numbering in case of data forwarding [2].

No question is proposed here, and no discussion is supposed to be triggered before agreements are made in above sections on mapping rule and the need for data forwarding.
PDCP SN sync based on common CU-UP

The contributions on this topic focused on the following issue:

Coordination to assist control plane entity to be aware the shared CU-UP [8,9]

Coordination to assist multiple control plane entity to achieve a synced MRB configuration on a common CU-UP [16].
Awareness of shared CU-UP 

To enable separate RAN nodes or CU-CPs better utilize a common CU-UP for an MBS (e.g., enables 2 different gNBs to end up using the same shared CU-UP.), it is suggested to apply [8,9]:

an E1 configuration solution, CU-UP can announce to the CU-CP the TMGIs it supports, specifically, in the respective E1 interface management procedure(s); and
a NG-C signalling solution, 5GC entities takes the coordination role and provides RAN nodes with the information about an already allocated NG-U termination point for the shared NG-U bearer: 
5GC (MB-SMF) provides information to the (new) NG-RAN node if for a TMGI an NG-U termination was already at another (previous) NG-RAN node, given that NG-U termination (i.e., the CU-UP providing it) supports NG-U termination sharing.
NG-RAN would be informed if there is already an NG-U termination available which is able to be shared among NG-RAN nodes, for either unicast or IP-multicast-based NG-U tunnel options.
Multiple shared NG-U termination information to the NG-RAN are carried in the response of Distribution Setup procedure.
Q4: Please companies comment on the scenarios and solutions (or whether there are other solutions to the proposed scenario) to “Awareness of shared CU-UP”.

	Company
	Comment

	Huawei
	Not essential, in common CU-UP solution, the common CU-UP to be used for MBS should be pre-configured. These two mentioned solution seems over specified, e.g. for the NG-C solution, 5GC is not aware of whether CU-CP and CU-UP are separated or not for a NG-RAN node, and NG-RAN node is also not aware of whether CU-CP and CU-UP are separated or not for a neighbor NG-RAN node.
For Multicast, the shared NG-U establishment is triggered by the CU-UP upon receiving the MBS information in UE specific signaling, therefore in case of shared CU-UP, once the shared NG-U for a MBS service has already been established by the CU-UP, it will not trigger another shared NG-U establishment. 

	CATT
	Not needed regardless of how shared N3mb is established. As pointed out in [6], it does not harm to send a couple of redundant N2mb messages as the core network can deduce this.

But in order to make progress, such awareness is acceptable for us.

	ZTE
	E1 seems a more appropriate solution than the 5GC one:

A local coordination can achieve higher probability of UP reusage.
One MB-SMF might oversees a broad area, therefore the number of NG-U info might be resulting a large overhead if not done properly (RAN topology is not visible to SMF, I guess).

We have no strong view on this feature, it is good to have, despite the fact that in legacy unicast UP sharing, it works without enhanced awareness of shared UP resources.

	Nokia
	We don’t see how E1 configuration alone could solve the issue so NG-C signaling involvement seems needed. 

	Lenovo
	Not needed. We can not fully understand why pre-configuration can not work.

	Ericsson
	we were asked last time, also by one operator (forgot which) to elaborate on a non-E1 solution. Now, we did it but you don’t feel it being necessary? We are confused, to say the least.
Comments on the moderator’s text:

on terminology: please bear in mind the difference between 
-a (physical) shared UP entity (comprising NG-U and providing coordinated PDCP entities for various gNBs (or UEs, dependent on the point of view you are taking, etc.) and

- and a logical gNB-CU-UP

( multiple logical gNB-CU-UPs, in this option, may utilize a shared physical UP entity.

	Qualcomm
	NG-C signaling based option is preferred, if need. The need and the solution details need further discussion.

	CMCC
	NG-C signalling solution is appropriate. Detail clarification needs to be explained for E1 configuration solution.

	NEC
	We prefer E1 configuration solution rather than 5GC based solution

With a proper E1 configuration, 5GC is not impacted. It is unnecessary to get 5GC involved.  


Summary of discussion on Q4:
Most companies are negative about the proposed solutions on enhanced shared CU-UP awareness (i.e., pre-configuration can solve the issue), there are however some supports on E1 or NG-C based solutions:

3 voted for E1,

4 favored NG-C.
Proposal 4: FFS on E1/NG-C signaling enhancement to enable gNB to be aware of the shared CU-UP resources.

E1 based solution. CU-UP announces the supported MBS (TMGI list for example) to the connected CU-CP.

5GC (MB-SMF, more specifically) signaling gNB the information about an already allocated NG-U termination point for the shared NG-U bearer.
MRB configuration sync

MBS capability of the network serves to provide the same MBS to multiple UEs in a scalable manner. Therefore, in the scenarios of common CU-UP is used, it is suggested to have a synced MRB configuration to enable minimized service interruption and better UP resources reusing. That is to say, the same MRB entities, i.e., SDAP and PDCP entities, are shared by multiple RAN nodes in additional to a shared common N3 tunnel from 5GC to RAN. 

In case of multiple RAN nodes independently serves Ues that have joined the Multicast service, the common CU-UP that had been already configured a MRB configuration, is able to return the same MRB configuration to other CU-CP that intends to configure the common UP.
Q5: Please companies comment on the scenarios and solutions (or whether there are other solutions to the proposed scenario) to “MRB configuration sync” in a common CU-UP.

	Company
	Comment

	Huawei
	Not essential, we do not see the need, and it is very hard to converge the coordination among different CU-Ups…

For F1 interface, in case different CU-CPs provide different MRB configuration, e.g. different ROHC parameters, the CU-UP can generate different PDCP PDUs towards different Dus/Cells, in case of PDCP SN sync.
Note that different MRB configuration does not impact the shared NG-U transmission.

	CATT
	We disagree.

We think the configuration of MRB should still be controlled by the gNB-CU-CP, like the case for unicast.

The radio condition in one given gNB-DU is neither known in the 
entralized-deployed gNB-CU-UP nor in a gNB-CU-CP located far away and only sharing the hardware resource of that gNB-CU-UP, thus that “common RadioBearerConfig” may not be suitable for this very gNB-DU.

Nevertheless, if two gNB-CU-CP provides the same RadioBearerConfig (or at least flow-to-MRB mapping rule), the SDAP and PDCP entity can of course be shared, but this should be left up to implementation and should not be mandatory.

	ZTE
	For the motivation, 
the solution is to put the spirit of MBS, scalability, into practice. 

Assume that there are multiple gNBs sharing the same UP for one MBS, it is good to have one stack protocol entities (including the same ROHC entities) to deal with the same packet data. Otherwise, we will have double, triple, or multiple entities, buffers/ROHC entities/SN numbering to process the same MBS data.
For the doubt that a single config won’t meet the diverse requirement of different CUCP, we can always to go back to the default mode, CUCP to decide anyway.

	Nokia
	We also think that it is hard to achieve coordination and convergence on same protocol entity.

	Lenovo
	Not needed. Same view with Huawei and CATT.

	Ericsson
	whether the gNB-CU-CPs have to follow a global mapping rule (1:1 in case of PDCP SN is derived from NG-U UP) or follow the decision of one gNB-CU-CP (the first, probably, in case of common/shared UP entity: where lies the difference in gNB-CU-CPs not being able to freely choose any arbitrary mapping?
What this point wants to raise is, that there are other mapping rules than the 1:1 rule possible with the common UP entity approach, but this requires the CU-CP to follow the CU-Ups advise to change its mind and follow what was already decided – all in order to guarantee source and target using the same mapping rule (otherwise, again, the whole discussion becomes meaning- and use-less).

	Qualcomm
	If 1:1 mapping between MRB and flow is used, the coordination is not needed.

For MBS flow multiplexing scenario, the CU-CPs sharing same CU-UP should configure same mapping. 

	NEC
	It is unnecessary to have MRB configuration sync in this release, we clearly see the benefit brought by a shared MRB, but this need the co-ordination between multiple CU-CPs

Each MRB is configured by RRC, which is sited at gNB-CU-CP. 
As Huawei commented above, for F1 interface, in case different CU-CPs provide different MRB configuration, e.g. different ROHC parameters, the CU-UP can generate different PDCP PDUs towards different DUs/Cells, in case of PDCP SN sync. UE receives the PDCP PDUs with the configuration of its own CU-CP.


Summary of discussion on Q5:
Most think such coordination is not needed to achieve a synced MRB configuration in the shared RAN UP resources (same logic UP in the same physical UP), while 2 think such coordination is needed (for the sake of UP resources efficiency, or same mapping rule if flexible mapping is allowed).
Moderator observation: even one-to-one mapping applies, there are still possible different MRB configuration from different CU-CPs, e.g., PDCP SN length, ROHC options. In such case, coordination might still be needed to achieve the full potential of shared CU-UP.
Proposal 5: FFS on coordination among CU-CPs (e.g., through E1AP or other solution) to achieve a synced MRB configuration.
Uncategorized issues
Alt 1 and alt 2 applied to Broadcast
In ref [8] it is suggested that alt 1 and alt 2 can be applied to Broadcast as well:

“With specification impact to be further discussed, agree that the deployment of alternatives 1 and 2 for PDCP SN sync is not mutually exclusive and that both alternatives are applicable for both, broadcast and multicast”.
Q6: Companies are invited to provide your views on whether alt 1 and alt 2 being discussed for Multicast can be applied to Broadcast too.

	Company
	Yes or no
	Comment

	Huawei
	Yes
	PDCP SN sync is also beneficial for Broadcast.

	ZTE
	No
	Common UP can be a network implementation.

PDCP SN sync is good but not essential for Broadcast.

	Nokia
	No
	There is no requirement for broadcast.

	Lenovo
	Yes?
	It depends on how RAN2 define the PDCP re-ordering function for broadcast

	Ericsson
	
	Correction: the proposal is twofold:

1) applying both alternatives for Broadcast (allows detection of loss and removal of duplication)
2) not to restrict the simultaneous use of both options within the same 5GS (would most likely not need any specification text).

	Qualcomm
	No
	MRB handover is not supported for broadcast at least in R17.

	CMCC
	No
	We do not see the requirement for BC.

	NEC
	No
	Unnecessary for this release. 


Summary of discussion on Q6:
Sorry for missing the point of the proposals that suggest both alternatives are not mutually exclusive.

The moderator took the liberty to make the following proposal:

Proposal 6: The deployment of alternatives 1 and 2 for PDCP SN sync is not mutually exclusive (no need for any specification text).
As for the PDCP SN sync for Broadcast, two suggest yes but without clear benefits. Broadcast is a best effort delivery, there is no guarantee on data loss or duplication discarding as in LTE SC-PTM. Therefore, the following proposal is made:
Proposal 7: Alternatives 1 and 2 for PDCP SN sync are not applied to Broadcast session.
HO for inactive MBS session

In current SA2 normative discussion, it was confirmed that “For the MBS supporting NG-RAN node, the target NG-RAN establishes the shared tunnel with the MB-UPF as usual. However, as the MBS session is inactive state, the NG-RAN node will not allocate related radio resource.
Therefore, for a deactivated MBS session, it is suggested to indicate target RAN node about the activation/deactivation status of the Hoed MBS session [11].

Introduce an Inactive State Indication IE for each MBS session in PDU Session Resources To Be Setup List IE included in the XnAP: HANDOVER REQUEST, and in SMF container (PDU Session Resource Setup Request Transfer) in NGAP: HANDOVER REQUEST.

Q7: Do companies think such indication about activation/deactivation status of the Hoed MBS session is justified or not based on the above arguments?

	Company
	 Yes or no
	Comment

	Huawei
	Yes
	It is helpful for the target NG-RAN node.

	CATT
	Yes
	As 
ummarized by the moderator, the target node should be aware of whether the session is deactivated upon receiving the HO REQ message.

Considering the possibility of gNB-CU-CP/UP split (where HO REQ message cannot carry any PDCP SN status), there is no way in the HO REQ message to indicated deactivation implicitly, so it has to be explicitly.

	ZTE
	Yes
	For deactivated MBS, radio resources are released. 
Therefore, target node shall not establish radio resources for such Multicast session even it acks the HO req from source node.

So yes for the State indication in XnAP.

	Nokia
	Yes
	This is needed if target wants to avoid setting up the resources.

	Lenovo
	Yes
	

	Ericsson
	
	The indication is not needed explicitly, as during inactive sessions, if interworking with non-supporting gNBs is required, the target will deduce from the presence of mapped QoS information whether the session is ongoing.

In case mapped QoS info is not provided due to homogenous support, I guess we agreed to transfer MBS Session information in case of ongoing session to the target.

So, no explicit indication is needed, but the function as such is supported.

	Qualcomm
	Yes
	Agree with Nokia

	CMCC
	Yes
	For deactivated MBS session, introducing an Inactive State Indication IE will avoid target allocate the resource.

	Nec
	Yes 
	With this indication, the target NG-RAN node is aware whether or not to allocate radio resources for the in_active MBS session. 


Summary of discussion on Q7:
8 out 9 support indicating the Multicast session status in XnAP, to prohibit target node allocating radio resources for the possible deactivated Multicast session (per SA2 result). For homogenous deployment, such indication is still needed as the MBS context as part of UE context still exists in RAN.

The following proposal is made:
Proposal 8: Indicate target RAN node about the activation/deactivation status of the MBS session in the XnAP: HANDOVER REQUEST.
LS to SA2/RAN2

Certain above decision made in RAN3 have cross WG impacts, like:

To have per QoS flow DL SN for MBS QoS flow.

Data forwarding decision and others per SA2 editor notes in 23.247 [17,18,19].

It is suggested that an LS is needed to notify related WG like SA2 and RAN2, for the sake of progress in the related WGs [16].

Q8: Do companies agree to LS out and what the content is in the LS?

	Company
	Yes or no
	Comment

	Huawei
	Ok to send LS to provide agreements, but
	But maybe the LS can be covered by the reply LS on SA2 outstanding issues? No strong view.

	CATT
	Same as Huawei
	Same as Huawei.

	ZTE
	Yes
	There are other issues that are not covered by the SA2 outstanding issues.

No strong view but would suggest a standalone one LS to SA2.

	Nokia
	No
	No need reply LS at this meeting unless we have questions to ask. Let us first progress our solutions.

	Ericsson
	
	for open issues with clear SA2 indication in 23.247 of RAN dependency we have to answer, of course.

	Qualcomm
	Yes, 
if we can conclude on above two bullets
	

	CMCC
	
	Considered that the limit time in Rel-17, do not sure we have time to wait for the response from other group.

	NEC
	Yes 
	


Summary of discussion on Q8:
It seems quite reasonable to respond SA2 about the decisions on a few issues SA2 cares about (data forwarding, and other related issues which has SA2 impacts)

The following proposal is made:
Proposal 9: LS SA2 the RAN3 decisions related to SA2 editor notes about mobility, if there are any.
Others 
Some of the proposed issues under this agenda item have yet to be covered in this summary:
TP to 38.xxx. Moderator suggest dealing with TPs in later phase based on the discussion results.

F1-U tunnel for forwarded data per UE. Moderator suggest that this can be discussed in thread CB: # MBS3_BearerMgmt after data forwarding is confirmed in this CB.

Conclusion, Recommendations [if needed]

If needed.

References

R3-215890, Summary of discussion on MBS4_MobilitySupport, ZTE (moderator)

R3-220268
Data forwarding in handover between suppporting nodes (Qualcomm Incorporated)

R3-220359
(TP for 38.415 for TS 38.423 and for TS 38.300) Mobility between MBS Supporting Nodes (Nokia, Nokia Shanghai Bell)

R3-220494
On handover between MBS supporting nodes - Alt.1 (Lenovo, Motorola Mobility)

R3-220495
(TP to TS 38.415 BL CR) Support of MBS Sequence number in PDU Session User Plane Protocol (Lenovo, Motorola Mobility)

R3-220532
Supporting lossless handover while retaining flexible MRB mapping (CATT)

R3-220533
[Draft] Reply LS on latest progress and outstanding issues in SA WG2 (CATT) LS out To: SA2 CC: 

R3-220598
More on mobility between gNBs supporting NR MBS (Ericsson)

R3-220599
[TP for BL CR 38.401, 38.463, 38.413] to support mobility between gNBs supporting NR MBS (Ericsson)

R3-220703
(TP to TS38.300 BL CR) Consideration on DL PDCP Synchronization in Alt1 (Huawei, CBN, China Unicom, China Telecom)

R3-220704
(Stage 2 TPs to TS 38.300, TS38.401 BL CRs) Mobility between MBS supporting nodes (Huawei, CBN, China Unicom, China Telecom)

R3-220705
(TP to TS 38.415 BL CR) Support of NR MBS data transmission (Huawei, CBN, China Unicom, China Telecom)

R3-220796
(TP to TS38.423 BL): Data forwarding for mobility between MBS supporting nodes (Samsung)

R3-220818
(Stage 3 TP to TS 38.423 BL CR) Mobility between MBS supporting nodes (Huawei, CBN, China Unicom, China Telecom)

R3-220858
Discussion on mobility with service continuity (CMCC)

R3-220948
(TP to BL CR for TS 38.300, 38.463) Mobility between MBS Supporting Nodes (ZTE)
R3-220432
Consideration on MBS latest progress and outstanding issues in SA WG2 (Huawei)

R3-220433
[Draft] Reply LS on latest progress and outstanding issues in SA WG2 (Huawei)

R3-220730
Discussion on Reply LS on SA2 latest progress and outstanding issues (ZTE Corporation)
appendix: RAN2 and RAN3 agreements

RAN2 #112e agreements:

R2 aim to support lossless handover for MBS-MBS mobility for service that requires this (TBD which detailed scenario but at least PTP-PTP)

In order to support the lossless handover for 5G MBS services, at least DL PDCP SN synchronization and continuity between the source cell and the target cell should be guaranteed by the network side to realize. The design of specific approach to realize this can be involved with WG RAN3.
From network side, the source gNB may forward the data to the target gNB and the target gNB will deliver the forwarding data. Meanwhile, the SN STATUS TRANSFER should be extended to cover the PDCP SN for MBS data; Then (TBD after or in parallel) the UE receives the MBS in the target cell by the target cell according to target configuration.

From UE side, PDCP status report may be supported as well.

RAN3 109e

Prioritize work on support of mobility scenarios of UEs moving from a cell with established MBS session resource to another cell with established or to be established MBS session resource.

For the prioritized scenario, intra-CU mobility and Xn/NG based inter-gNB mobility will be considered.

WA: the UE Context to be transferred to the target gNB contains information about the MBS Session(s) the UE joined. Details are FFS.

RAN3 #110e:

For multicast, NR MBS shall provide means for minimization of data loss during mobility
For multicast, in order to allow the UE to detect loss of data or duplication of data, RAN3 shall continue discussing solutions to support alignment of PDCP SNs in between gNBs. 

Xn Handover Request and NG Handover Request message contain MBS context information for the UE.

MBS context information within the UE context shall contain all MBS multicast session information the UE has joined.

The MBS configuration decided at target gNB is sent to the UE via the source gNB (details e.g. RRC container etc. pending RAN2 progress).

RAN3 will work on concepts to enable coordinated assignment of PDCP SNs to MBS user data packets within a gNB and between gNBs (to be coordinated with RAN2 if needed). Details FFS.
RAN3#113-e meeting agreement:

Source and target gNBs derive synchronized PDCP SN from sequence number and the solution is FFS.

RAN#93-e discussion (RP-212559)

There is no consensus on the proposal that Rel-17 NR MBS does not pursue lossless handover. 

RAN3#114-e meeting agreements:

After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.

To support PDCP SN sync, support alt 2 (PDCP SN Sync for a common CU-UP) in Rel-17.

To support PDCP SN sync, support alt 1 (PDCP SN Sync among RAN nodes with different CU-UP) in Rel-17.

Compromised WF: Continue the discussion on both Alt1 and Alt2 solutions together in the next meeting

This is the usual worksplit among RAN2 and RAN3, RAN2 indeed concentrates on topics from a UE perspective, while RAN3 on the network part (where applicable) but this does not mean that RAN3 is independent from Uu agreements in RAN2


It seems we need more inputs (online ) from companies since it was majority view not wanting newly defined SN (7:2).


But this cannot be state for QoS flows of the same MBS session


my suggest was that it is not precluded that - by means of implementation/configuration, different mapping rules than the 1:1 mapping rule is applied in a deployment.


what is it you would like to tell or SA2?





