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Introduction
This paper provides the summary for following offline discussion:
	CB: # 1305_IAB_Con_Mit
- It is suggested to work on top of the WAs captured at RAN3-113e and RAN3-114e and to finalize the topics for this AI 
- Can the following WA be turned into agreements?
WA: per-BAP routing ID congestion indication will not be pursued in this release.
WA: the presence of Child Node Identifier IE is Mandatory.
-The target at RAN3-114bis-e is to close this AI, hence relevant TPs need to be agreed.
(Lenovo - moderator)
Summary of offline disc R3-221052



Phase I：Please give your feedback before Thursday, 20th January 2022, 23:59 UTC. This allows us to give some input for Monday’s online session (24th January 2022).
Phase II：TBD. 
For the Chairman’s Notes
Potential proposals:
Proposal 1: Turn the following WAs into agreements.
· WA: per-BAP routing ID congestion indication will not be pursued in this release.
· WA: the presence of Child Node Identifier IE is Mandatory.
Proposal 2: For inter-donor topology redundancy, the non-F1-terminating CU can initiate the revocation to handle the congestion at the upstream of boundary node in its topology.

And for congestion threshold configuration and flow control feedback type, they can be firstly discussed by RAN2.


Discussion – 1st Round
Issue 1: per BAP routing ID congestion indication and presence of Child Node Identifier IE
In the last RAN3 meeting, following working assumptions were achieved for IAB congestion mitigation.
	WA: per-BAP routing ID congestion indication will not be pursued in this release.
WA: the presence of Child Node Identifier IE is Mandatory.


For the E2E CP-based congestion mitigation, the granularities of per child link and per BH RLC CH have been already agreed. For example, the congested child node ID or the congested BH RLC CH ID + child node ID could be reported to the IAB-donor CU-CP from the congested IAB node, and the IAB-donor CU-CP performs some mitigation solutions to alleviate the congestion.
But it still has no consensus on the per BAP routing ID level feedback in last RAN3 meeting. In this meeting, contributions [1][4] propose to introduce per BAP routing ID feedback, and contributions [2][3][5] propose not to pursue per BAP routing ID feedback in this release. As for the presence of Child Node Identifier IE, it is based on the result of per BAP routing ID feedback.
In moderator’s view, this issue has been discussed for several meetings, and a working assumption was agreed that not to pursue it in this release in last two meetings. For the case of multiple congested BH RLC CHs mapped to the same BAP routing ID [1], it is only workable for all the BH RLC CHs share the same BAP routing ID suffer congestion. And for the scenario provided in [4], it can be easily resolved by DL HbH flow control. The moderator thinks that the WAs need to be transferred into agreements unless stronger evidences are provided.
Q1: Do you agree to transfer following WAs into agreements? If no, please further provide stronger evidence.
· WA: per-BAP routing ID congestion indication will not be pursued in this release.
· WA: the presence of Child Node Identifier IE is Mandatory.

	Company
	Yes/No
	Comment

	Lenovo
	Yes
	

	Ericsson
	Yes
	

	ZTE
	No 
	Reporting per BAP routing ID can directly indicate the routes which need to be adjusted. Besides, packets configured with the same routing ID may be mapped to different BH RLC channels at the IAB-node. If congestion happens to these packets, IAB-node needs to report multiple BH RLC channel IDs to donor-CU. While if per routing ID congestion indication is allowed, IAB-node just sends donor-CU the routing ID related to the congested packets. Apparently, per-BAP routing ID congestion indication has superiority over per child link and per BH RLC CH ID congestion indication in some cases. So it is beneficial to support per BAP routing ID congestion indication.

	Nokia
	Yes
	

	LGE
	Yes
	

	Huawei
	Yes
	

	Samsung
	Technically No.
	In our contribution, we raise a scenario about the inter-donor topology redundancy, and per BAP routing ID congestion indication is helpful for determining the source of the congestion. 
Thus, technically, we feel per BAP routing ID is beneficial as well. 
On the other hand, for the sake of progress, we can accept to not introduce per BAP routing ID indication. 

	Qualcomm
	Yes
	This is a working assumption. It can be overturned in case we find technical obstacles. We don’t see any technical obstacle in the opponent’s comments. 

	CATT
	
	We should at least further discuss congestion in topology redundancy. Per BAP routing ID helps CU1 to differentiate whether the congestion occurs in source path or target path.

	Fujitsu
	See comment
	We support per-BAP routing ID congestion indication and companies have expressed reasons during past meetings. Considering that there has been no progress on this quite long, we are willing to compromise to majority view.

	AT&T
	Yes
	We’ve been open to other views so far, but now we need to make a decision as a group and finalize this.




Summary: 
Based on the inputs from above 11companies:
· 7//11 of them agree to turn these two WAs into agreements 
· 2/11 companies can compromise to majority view
· 2/11 consider per BAP routing ID level feedback is used for the case of topology redundancy and multiple congested BH RLC CHs mapped to the same BAP routing ID

Since majority agree or compromise to turn the WAs to agreements. In addition, this issue has been discussed for several meetings, and no more convincible comments are received. We’d better not to discuss it repeatedly and it’s time to move forward for it.
Potential Proposal 1: Turn the following WAs into agreements.
· WA: per-BAP routing ID congestion indication will not be pursued in this release.
· WA: the presence of Child Node Identifier IE is Mandatory.


Issue 2: Congestion at the parent node of boundary node for inter-donor topology redundancy
As shown in the following figure [4], the congestion may occur at the parent IAB node2 of the boundary node for inter-donor topology redundancy scenario. IAB donor CU2 can firstly take some actions e.g., add more cell, or change the cell, to alleviate the congestion. If IAB donor CU2 has no good way to resolve it, the IAB donor CU2 can indicate the congestion situation to the IAB donor CU1 because traffic is from IAB donor CU1.


In moderator’s view, the congestion for inter-donor topology redundancy scenario has not been discussed before, and we need to firstly have consensus on the scenario and further discuss the possible solutions.

Q2: Please share your views on the congestion scenario for inter-donor topology redundancy. And please provide your solutions if you agree to consider the scenario.
	Company
	Comment

	Lenovo
	Congestion scenario for inter-donor topology redundancy needs also to be considered.
For the CP-based congestion mitigation, congestion IAB node2 can report the congestion feedback to CU2 in case of congestion occurrence in CU2’s topology, and CU2 performs some BH resource configuration to alleviate the congestion. 
Once CU2 cannot resolve the congestion, CU2 may initiate the revocation procedure to offload the traffic back to CU1, and the revocation procedure can be discussed in agenda 13.2.3. 

	Ericsson
	Same view as Lenovo. 

	ZTE
	If congestion occurs between IAB-node 2 and boundary node, non-F1-terminating donor-CU can trigger partial revocation. Then the congestion can be mitigated.

	Nokia
	Agree with Lenovo. Please clarify what is missing by applying current CU2 initiated revocation or modification. 

	LGE
	Similar view with Lenovo.

	Huawei
	The scenario needs to be clarified first. It could happen that the parent node of the boundary node might be congested, but then this should be known by the donor-CU/DU, and donor-CU/DU could trigger the redundancy related procedure, i.e. revoking action, which is to modify/release some traffic. With this understanding, we are not sure what needs to be further addressed.

	Samsung 
	This scenario is a valid one. For the solution, we agree that CU2-initiated revocation procedure can be used. How does CU2-initiated revocation to realize this can be discussed in other CBs. 

	Qualcomm
	Yes, agree, we can use partial traffic “revocation” by CU2 to address this scenario.

	CATT
	We support this scenario. CU2 can indicate the load information of target path (e.g., overload) to CU1 via XnAP message. But whether revoke these offloading F1 should be decided by CU1.

	Fujitsu
	Agree with this scenario. CU2 can handle it by (partial) revocation. There is no need to have interface between IAB node 2 and donor-CU1.

	AT&T
	Agree with Lenovo



Summary: 
All companies think the congestion scenario for inter-donor topology redundancy is valid, and agree to use the revocation procedure to resolve the congestion.
Then we can have the following potential proposal.
Potential Proposal 2: For inter-donor topology redundancy, the non-F1-terminating CU can initiate the revocation to handle the congestion at the upstream of boundary node in its topology.

Issue 3: Coordination for the congestion threshold configuration
An available buffer size threshold was introduced by RAN2 to trigger local rerouting by HbH flow control. For example, an egress BH link is considered as congested for a BAP routing ID if the available buffer size associated with the BAP routing ID indicated in the received flow control feedback is less than the threshold, and upon the congestion on the egress BH link, BAP entity may reroute the traffic to another available egress BH link.
In case of inter-donor topology redundancy, the boundary IAB node may report the HbH flow control feedbacks to two parent IAB nodes. Contribution [4] proposes that two parent IAB nodes should have the same threshold for ingress BAP routing IDs which mapped to the same egress BAP routing ID. Then, the threshold configuration needs to be coordinated between two CUs.
In moderator’s view, this is a RAN2 issue for HbH flow control and local rerouting, and it can be firstly discussed by RAN2. However, RAN2 email discussion has not cover this issue, and companies are welcome to provide your view on this issue. 

Q3: Do you agree to notify the congestion threshold from F1-termenating CU to non-F1 terminating CU?
	Company
	Yes/No
	Comment

	Lenovo
	No
	Because the packets need to perform BAP header rewriting during inter-topology routing on the boundary IAB node, ingress BAP routing ID shall be reported in the HbH flow control rather than egress BAP routing ID. However, it’s the IAB node’s implementation to carry out buffer maintenance for each ingress BAP routing ID and egress BAP routing ID. There is no evident benefit to have the same threshold for different ingress BAP routing IDs.

	Ericsson
	See comment
	In a SI a few years ago we have proposed a similar concept for the conventional flow control in DC, but there was no support for this in RAN3. Anyway, this seems to be a RAN2 issue, where RAN3 would simply follow what RAN2 agrees.

	ZTE
	See comment
	We should first identify the necessity that two parent IAB nodes should have the same threshold for ingress BAP routing IDs which mapped to the same egress BAP routing ID. And this is a RAN2 issue. RAN3 should wait for RAN2 conclusion.

	Nokia
	No
	We are not convinced why the thresholds need to be aligned/coordinated.

	LGE
	No
	As ZTE says, it is necessary to clarify whether two parent IAB nodes should have the same threshold for ingress BAP routing IDs mapped to the same egress BAP routing ID. Because this is a RAN2 issue, this needs to be firstly discussed by RAN2.

	Huawei
	Not needed
	It is difficult to have a clear definition of congestion threshold, since congestion is related with many factors, and one congested hop would result in the congestion of the whole path, do we need to indicate the congestion threshold of each hop? If we take a step further, what is the additional benefits if we already introduce congestion indication? Needless to say that non-F1-terminating CU actually is aware of the traffic load situation offloaded from terminating CU, 

	Samsung 
	Yes 
	Without the same threshold, the congestion status at the boundary node will be detected differently at two parent nodes. 

	Qualcomm
	No
	Hop-by-hop flow control is a RAN2 issue.

	CATT
	Ack the issue 
	In the case that the target parent node can find the local rerouting path of the child node, the different threshold values of the two parent nodes will cause one parent node to keep local rerouting and the other parent node performs HBH flow control. RAN2 can discuss this issue first

	Fujitsu
	See comment
	RAN2 scope

	AT&T
	See comment
	Agree with moderator that this is a RAN2 issue



Summary: 
Based on the comments above, 7 companies show their consideration on this issue.
· 5/11 companies are not convinced for the coordinated congestion threshold
· 2//11 companies think the coordinated congestion threshold is useful for HbH flow control and rerouting

Anyway, most companies think this is an RAN2 issue and needs to be firstly discussed by RAN2. Therefore, we will not make any conclusion without inputs from RAN2.


Issue 4: Coordination for flow control feedback type
In [4], it is proposed to notify the flow control feedback type from F1-termenating CU to non-F1 terminating CU. The proposer thinks that both F1-termination donor and non-F1-termination donor can configure the flowControlFeedbackType IE to the boundary node and it is better to use the same reporting granularity for both MCG and SCG, in order to reduce the implementation complexity for buffer maintenance.
In moderator’s view, this is a RAN2 issue for HbH flow control and can be firstly discussed by RAN2. However, RAN2 email discussion has not cover this issue, and companies are welcome to provide your view on this issue.

Q4: Do you agree to notify the flow control feedback type from F1-termenating CU to non-F1 terminating CU?
	Company
	Yes/No
	Comment

	Lenovo
	No
	The flowControlFeedbackType IE is included in the BAP-Config and the DC IAB node only needs to maintain one value for this IE. Maybe we need to specify either CU1 or CU2 to configure the flow control feedback type for boundary IAB node. If both CU1 and CU2 configure the flow control feedback type to the boundary IAB node, the boundary IAB node may only apply one of them based on implementation.

	Ericsson
	Interesting, but we wonder is this is RAN3 issue
	

	ZTE
	
	This is a RAN2 issue and should be discussed by RAN2 first.

	Nokia
	No
	Let’s wait for RAN2 discussion. 

	Huawei 
	Not sure
	This could be configured by F1-terminating CU directly.

	Samsung 
	Yes 
	Also fine to let RAN2 discuss this issue. 

	Qualcomm
	No
	Hop-by-hop flow control is RAN2 issue. If they need help from, they can let RAN3 know.

	CATT
	No
	Different granularity of MCG.SCG configuration seems to be no problem, because HBH flow control is performed at the parent node of MCG and SCG, there is no relationship between the two parent nodes, they can handle congestion separately. Or, implemtation can deal with this issue which is not complicated.

	Fujitsu
	See comment
	RAN2 scope

	AT&T
	See comment
	Again, this is a RAN2 issue



Summary: 
Based on the comments above, majority show the same view that this is an RAN2 issue and needs to be firstly discussed by RAN2. Therefore, we will not make any conclusion without inputs from RAN2.


Issue 5: E1 enhancement for CP-based congestion mitigation
In [4], it is proposed that IAB donor CU-CP needs to indicate the congestion at GTP-U tunnel level to IAB donor CU-UP after receiving CP-based congestion indication from IAB node.
In moderator’s view, for the motivation of CP-based congestion mitigation, it’s IAB donor CU-CP rather than IAB donor CU-UP to perform congestion mitigation scheme. Therefore, IAB donor CU-UP doesn’t need to be aware of the CP-based congestion information. And IAB-donor CU-UP only need to perform the mitigation based on UP-based feedback in DDDS.
Q5: Do you agree that IAB donor CU-CP needs to indicate the congestion at GTP-U tunnel level to IAB donor CU-UP after receiving CP-based congestion indication from IAB node?
	Company
	Yes/No
	Comment

	Lenovo
	No
	For the CP-based congestion mitigation, only IAB donor CU-CP needs to be aware of the congestion information, and the congestion information doesn’t need to be indicated to IAB donor CU-UP.

	Ericsson
	This can be discussed
	

	ZTE
	No 
	To our understanding, the purpose of introducing CP-based congestion mitigation is letting donor CU-CP know the congestion and adjust routing/bearer mapping. The congestion information doesn’t need to be indicated to IAB donor CU-UP.

	Nokia
	No
	Agree with moderator

	LGE
	No
	Similar view with Lenovo.

	Huawei
	No
	

	Samsung 
	See some benefits 
	

	Qualcomm
	No
	There are tons of fancy new features that could be introduced to IAB. After we have deprioritized IAB-DU migration due to time constraints, which was one of the main WI features, there is certainly no justification to introduce any further enhancements.

	CATT
	No 
	UP and CP are two separate systems that handle congestion in E2E. Before CP identifies congestion, UP already knows about it 

	Fujitsu
	No
	In our view, the CP-based and UP-based congestion mitigation are separately handled. It will add complexity to mix them together while the gain is unclear.

	AT&T
	No
	CU-CP congestion indication is intended for reasons different from UP congestion mitigation. So, from that perspective, there is no need for E1 enhancement. UP should already be aware of congestion via other already defined means.




Summary: 
· 9/11 think there is no need to indicate the congestion information via E1AP for CP-based solution
· 1//11 thinks this issue can be discussed
·  1/11 thinks the indication has its benefits

Given that majority companies share the same view. Therefore, there is no additional E1AP enhancements for CP-based congestion mitigation.

Issue 6: Others
Q6: Please provide view if any issue is missing in above discussion.
	Company
	Comment

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	




Discussion – 2nd Round
[TBD]
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