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 Introduction

In last RAN3 #114 e-meeting, we have discussed mobility between MBS supporting nodes (refer to R3-215988), and we have achieved the following progress:
After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.

To support PDCP SN sync, support alt 2 (PDCP SN Sync for a common CU-UP) in Rel-17.

To support PDCP SN sync, support alt 1 (PDCP SN Sync among RAN nodes with different CU-UP) in Rel-17.

Compromised WF:

Continue the discussion on both Alt1 and Alt2 solutions together in the next meeting

In this paper, we provide our view to the two solutions.

Solution 1: PDCP SN Sync among RAN nodes with different CU-UP in Rel-17.

Solution 2: PDCP SN Sync for a common CU-UP in Rel-17.

 Discussion

 Solution 1: PDCP SN Sync among RAN nodes with different CU-UP

 PDCP SN sync

For the support of PDCP SN synchronization, in the SoD R3-215988, majority companies prefer using option 2 (i.e., based on per DL QFI Sequence Number) which further extends to at least 3 sub-options:
Option 2. based on per DL QFI Sequence Number [2, 3, 7, 11, 13, 17]

2a. with limitation of one to one mapping between QoS flow and MRB, and PDCP SN synced with existing DL QFI Sequence Number [7]

2b. with limitation of one to one mapping between QoS flow and MRB, and PDCP Count value synced with dedicated DL QFI Sequence Number [2]

2c. with flexible mapping between QoS flow and MRB [3], which recognizes the importance of the principle of flexible QoS flow to MRB mapping in existing QOS modeling (up to the implementation of each NG-RAN node). However, to achieve that some extra standard work, e.g., Next QFI SN indication, PDCP SN (or Count) (re-)initialisation, are needed to prevent data loss.

Option 2C introduces more spec impacts to NG-C on coordination of mapping rules with good intention of maintaining the flexible QoS to MRB mapping rule. 

However, if we don’t apply the one to one mapping rule to all QoS flows, a compromise can be achieved by targeting both lossless mobility for MBS and flexibility of QoS to MRB mapping. 

Let us elaborate more in the following discussion.

# Not all QoS flow needs the treatment of lossless delivery
We need to answer the question, what kind of QoS flow needs such special treatment? It should be noted that not all QoS flow needs special treatment of data loss minimization, just as in unicast services HO, data forwarding is not for all radio bearer. Also, it should be noted that the source and target nodes behave like: 

Source determines the mapping rule based on the QoS profile in PDU session info by implementation.

During HO preparation, source node proposes which QoS flow for data forwarding by implementation.

During HO preparation, target has its own administration mechanism by implementation.

Different network nodes might have different understanding of service requirements, to decide the QoS flow to RB mapping rule, and decide which radio bearer needs data forwarding, by implementation

Not all QoS flows needs data loss minimization 

Different network nodes might have different understanding of service requirements, QoS flow to RB mapping, and data forwarding, by implementation.

# the feasibility of one to one mapping applied to all QoS flows

There is another limiting factor that prohibiting us to apply the one to one mapping to all QoS flows of one MBS session. That is, the total number of radio bearer that a UE can be configured should be limited.

The max number of MRB is already a concern from SA2 and maybe in RAN2 too.

 S2-2109171

SA2 response:

The UEs can be involved in multiple multicast MBS sessions in parallel, e.g.:

-In MCPTT (Mission Critical Push-To-Talk), the UEs can be involved in multiple group calls; 

-In TV services, the UEs can be involved in multiple TV channels together with associated data channels.

Therefore maximum 4 MBS sessions that can be associated to a PDU session is not considered sufficient. To be more flexible and future proof, SA2 is thinking of a value between 8 to 32 to be the maximum number.

As the actual use cases are under the remit of SA4 and SA6, and there are limitations in relevant radio resources, e.g.  number of DRBs per PDU Session, number of MRBs per cell as defined in RAN2, SA2 would also respectfully ask SA4, SA6 and RAN2 to provide feedback on the maximum number of MBS sessions that can be associated to a PDU session.

SA2 proposed its concern on the number of MRBs one UE can support.

The total number of radio bearer a UE supports is part of UE capability, as in legacy discussion of the maximum number RBs one UE can support:
R2-1809258，306CR，

-Introduction of 15 bearers to the E-UTRAN core specifications. A UE should be able to indicate whether it supports extended number of DRBs for which the corresponding capability bit is needed. In addition, a UE supporting extended number of DRBs should support any combination of RLC AM and RLC UM bearers as long as the total number does not exceed 15.

-A new capability bit is added which the UE can indicate that it supports extended number of DRBs. If this bit is set the UE supports any combinations of RLC AM and RLC UM DRBs as long as the total number of DRBs does not exceed 15.

Also, in the WID it also tells that the complexity to UE should be limited. And this principle has been well followed in RAN1, e.g., the total HARQ process / SPS instance number is the same as legacy UE. Therefore, the total number of RB will be highly likely the same as legacy NR UE.

Number of RBs one UE can support is part of UE capability.

The complexity to UE should be limited and better the same as Rel-15/16 UEs.

If all the QoS flow (more than one) of the MBS session follows the one to one mapping rule, there will be possible:

Risk that the total RB number of existing DRB and MRB exceeds the UE capability, since there is no such coordination in network functions (among MB-SMF, or 5GC and RAN)
Unnecessary RB instances for QoS flows that can be mapped into the same MRB.

Unnecessary overhead on F1-U, Xn-U instances.

Therefore, it is suggested, 

The one to one mapping rule for Multicast session applies to only specific QoS flows; for other QoS flows, it should be RAN node to decide the mapping rules.

For which QoS flow to follow the one to one mapping rule, an intuitive solution is let all concerned gNB follow the GTP-U header, i.e., if the per QoS flow DL QFI sequence number exists, gNB maps such QoS flow to one MRB. The control plane/user plane impacts are minimum all based on existing mechanism.
Based on the existence of per QoS flow DL QFI sequence number for one specific QoS flow, gNB decides whether applying the one to one mapping rule.
There are suggestion to propose using a new DL QFI Sequence Number rather than the existing one to keep the PDCP HFN synced as well. In our companion discussion paper, we have analyzed the necessity of having PDCP HFN sync either between UE and network, or between network and network. We have concluded that HFN sync is not needed and the PDCP SR will be understood by network functions without ambiguity.

No new per QoS flow DL QFI sequence number is needed on GTP-U header or extension header to achieve PDCP SN sync among different RAN nodes.
To achieve above selective one to one mapping to QoS flows, we suggest the attached TP in the annex part to TS 38.300.

Agree with the TP to TS 38.300 in the Annex part.

Since the QoS flow to MRB mapping is an architecture issue and is reflected in SA2 spec, 23.501. therefore, the conclusion made in RAN3 shall be LSed to SA2 and RAN2.

LS SAN2 and RAN2 about the above proposals.
 Data forwarding

As referred in R3-215146, there are 3 cases for data forwarding.

Case 1: The Source gNB has a faster progress than the Target gNB

Case 2: The Target gNB has a faster progress than the Source gNB

Case 3: The Target gNB has just started to provide the MBS sessions during/after the HO of this UE

For Case 1, data forwarding is not needed, UE can discard the duplicated packets with the same SN received from source and target gNBs. 

For Case 2, in R3-215146, it provides two alternatives.

Alt 1: The gNB buffers (i.e., refresh) a number of latest MBS packets received from MB-UPF.

Alt 2: data forwarding from source gNB to the target gNB

However, we have different view from that in R3-215146. Based on the current mechanism in NR and the potential use cases for multicast, we prefer to support buffers setup at gNB side instead of re-using data forwarding mechanism for multicast involved handover. Our explanation is shown below:

# (Existing mechanism in NR) The resources used for the buffer is not as large as companies expected.

Based on the current mechanism in NR, the buffer has already been setup for the data re-transmission, from engineering perspective. An enhanced buffer with a larger size can be used to support the data lossless for MBS involved handover between MBS supporting nodes. In addition, based on the packet delay budget, the transmission gap between source and target gNBs won’t be very large (e.g., network is always able to discard the data packet based on the QoS profile, say, PDB value for the flows). 

# (Potential use case) Buffer performs better than data forwarding in some cases.

Moreover, the Alt 1 has many advantage, mainly it can avoid establishing UE specific unicast data forwarding tunnels, especially, when a large number of UEs perform handover procedure simultaneously (e.g., group mobility in public safe). 

For unicast service, the unicast data forwarding tunnel is necessary, because different UE has different service content. But for MBS service, it is efficient for gNB to buffer the MBS packet locally, because all the UE joining this MBS service have the same service content.

For case 3, based on agreements that target node might be able to establish Multicast session resources earlier than legacy path switch (i.e., the same function to establish unicast session resources), therefore network is able to buffer the MBS data in advance.
After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.

If both source and target are able to store the session data based on the QoS requirements, i.e., the PDB value in QoS profile, data forwarding is not needed.
The timing of target gNB, e.g., before target gNB issuing the HO Ack or after UE successfully accesses to the target gNB, depends on target gNB decisions.

RAN nodes may decide the MBS session data buffer management and discarding based on its implementation (e.g., QoS information).

No data forwarding for NR MBS HO is needed.

 Solution 2: PDCP SN Sync for a common CU-UP

 Deployment

The common CU-UP in legacy can be seen in R3-186846 as below.
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Figure 1: Deployment with central UP entity. Green boxes represent physical entities. Three logical RAN nodes (gNBs) are identified by different colors: orange, grey and blue.

In RAN3 #102 meeting, for unicast handover, in R3-186848, it states that if an NG-U termination for a PDU Session can be kept at NG-RAN at inter-NG-RAN node handover, the source NG-RAN node notifies the target NG-RAN node about this possibility by providing the NG-U DL UP Transport Layer Information of the NG-U bearer for the corresponding NG-U PDU Session. The target NG-RAN node may inform the source NG-RAN node that the NG-U DL UP Transport Layer Information has not changed for the corresponding NG-U PDU Session. The target NG-RAN node informs the 5GC at Path Switch Request that the NG-U DL UP Transport Layer Information at the NG-RAN has not changed for the corresponding NG-U PDU Session.

In the network deployment shown as figure 2, some NG-RAN nodes shared the common user plane resources (e.g. a common user plane resource pool). Hence, only one shared N3 tunnel can be used to handle the MBS user data transmission between 5GC and the NG-RAN nodes which fulfills the same requirement of a certain MBS. 
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Figure 2: Current network structure (left) => common CU-UP between multiple NG-RAN nodes (right)
In other words, if the handover happens between the NG-RAN nodes which share the same user plan resource, the MBS data may be transmitted to the target node via the same shared N3 tunnel. For example, when a UE moves from NG-RAN node1 to NG-RAN node 2(same case we used in background part), if both of these two nodes fulfills the area criterion of the multicast service, the target node (e.g. NG-RAN node 2) can directly re-use the existing shared N3 tunnel which have been established between the shared CU-UP and 5GC without tunnel switching. 

It is possible to re-use the existing shared N3 tunnel when handover happens between NG-RAN nodes in the RAN node group which shares the CU-UP resources. This can strongly relief the MBS data loss issue during handover. 

Besides the handover case, one shared N3 tunnel can be used to transmit MBS user data to all NG-RAN nodes which fulfills the same requirement of one MBS session in the NG-RAN node group (e.g., multiple gNBs with separate CU-CP). It is obvious that compared with the current network deployment, the NG-RAN node group which shares the same CU-UP resources has higher efficiency on the multicast user data transportation and spends lower UP resources. 

Multiple qualified NG-RAN nodes which share the CU-UP resources receiving the MBS user data via one shared N3 tunnel can higher the utilization of the CU-UP resources and MBS user data transmission.

Based on the above analyze, it is beneficial for RAN3 to consider network deployment about the shared union UP resources in a NG-RAN node which can take care of the data loss issue during handover in some cases and improve the UP resources utilization. Details can be FFS.

In case of common CU-UP deployment, re-using the existing shared N3 tunnel can avoid unnecessary Path switch and data forwarding. 

Currently based on TS 23.247 section “Establishment of shared delivery toward RAN node”, there are two possible N3 tunnel setup manners:

Unicast tunnel. In the N2 MBS Session request message (MBS Session ID, [Area Session ID], N2 SM information ([unicast DL tunnel Info])) from NR RAN node, towards the AMF, it carries the unicast DL tunnel Info. The common UP shall be able to recognize the MBS service based on the MBS ID in the E1 MRB context setup request initiated by CUCP. If the same MBS service resource has been setup, the common UP shall be able to provide the same DL funnel info for the same MBS service.
IP multicast tunnel. It is MB-SMF which provides the tunnel info. In such case, the common UP shall be able to allocate the same UP resources for the same IP multicast traffic.
For either unicast or IP multicast N3 tunnel, the common UP shall be able to recognize the same MBS service and allocate the same UP resources for the MBS service. Therefore no spec impacts are anticipated for the N3 tunnel setup for the common CUUP scenarios.
 E1 configuration
For cases when multiple CU-CP connects to one common CU-UP, there needs to be a conflicts resolution solution in case different CU-CP configures different E1AP configurations to the common CU-UP. Assume the scenarios as below:

CUCP1 might configure the common UP with one possible set of MRB configurations through E1 interface between CUCP1 and common UP.

CUCP2 might issue another set of MRB configuration through E1 interface between CUCP2 and common UP. However, the set of MRB configuration can be different from CUCP1 and CUCP2.
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Figure 3: More than 1 CUCP in control of one common UP

One possible way out is, the common UP acts as the coordination point, to relay the MRB configuration among possibly multiple CUCPs, e.g., CUCP1 and CUCP2. Compared to other possible coordination methods (say, based Xn or even NG-C), E1 solution is the one with minimum spec impacts, e.g., the UP entity is able to inform CUCP about the MRB configurations in the MRB context setup response. That is to say, the MRB configuration in the MRB SETUP RESPONSE can be different from the required MRB SETUP REQUEST.
The common UP is able to inform the CUCP about the MRB configuration in the MRB context setup response that is different from MRB configuration in the required MRB Setup request.
 Conclusion
We have following observations, 
Observation 1
Not all QoS flows needs data loss minimization 

Observation 2
Different network nodes might have different understanding of service requirements, QoS flow to RB mapping, and data forwarding, by implementation.

Observation 3
SA2 proposed its concern on the number of MRBs one UE can support.

Observation 4
Number of RBs one UE can support is part of UE capability.

Observation 5
The complexity to UE should be limited and better the same as Rel-15/16 UEs.

Observation 6
It is possible to re-use the existing shared N3 tunnel when handover happens between NG-RAN nodes in the RAN node group which shares the CU-UP resources. This can strongly relief the MBS data loss issue during handover. 

Observation 7
Multiple qualified NG-RAN nodes which share the CU-UP resources receiving the MBS user data via one shared N3 tunnel can higher the utilization of the CU-UP resources and MBS user data transmission.

Observation 8
In case of common CU-UP deployment, re-using the existing shared N3 tunnel can avoid unnecessary Path switch and data forwarding. 

Observation 9
For either unicast or IP multicast N3 tunnel, the common UP shall be able to recognize the same MBS service and allocate the same UP resources for the MBS service. Therefore no spec impacts are anticipated for the N3 tunnel setup for the common CUUP scenarios.

And following proposals:
Proposal 1
The one to one mapping rule for Multicast session applies to only specific QoS flows; for other QoS flows, it should be RAN node to decide the mapping rules.

Proposal 2
Based on the existence of per QoS flow DL QFI sequence number for one specific QoS flow, gNB decides whether applying the one to one mapping rule.

Proposal 3
No new per QoS flow DL QFI sequence number is needed on GTP-U header or extension header to achieve PDCP SN sync among different RAN nodes.

Proposal 4
Agree with the TP to TS 38.300 in the Annex part.

Proposal 5
LS SAN2 and RAN2 about the above proposals.

Proposal 6
The timing of target gNB, e.g., before target gNB issuing the HO Ack or after UE successfully accesses to the target gNB, depends on target gNB decisions.

Proposal 7
RAN nodes may decide the MBS session data buffer management and discarding based on its implementation (e.g., QoS information).

Proposal 8
No data forwarding for NR MBS HO is needed.

Proposal 9
The common UP is able to inform the CUCP about the MRB configuration in the MRB context setup response that is different from MRB configuration in the required MRB Setup request.
 Reference

 TP to 38300
Next change
16.x.5
Mobility

Editor’s Note: Mobility aspects to be covered here.

16.x.5.1
General

Mobility principles builds on existing functionality including functions described in section 9.2. 
16.x.5.2
Multicast Mobility from MBS supporting cell to MBS supporting cell

During handover preparation phase, the source NG-RAN node transfers to the target NG-RAN node in the UE context information about the MBS sessions the UE has joined. For each Multicast session with ongoing user data transmission for which no MBS Session Resources exist at the target NG-RAN node, the target NG-RAN node triggers the setup of MBS user plane resources towards the 5GC. After the HO Request and before HO Request Ack is issued, UP resources establishment can be triggered if the Multicast session resources are not yet established in the target node.     

During handover execution, the MBS configuration decided at target NG-RAN node is sent to the UE via the source NG-RAN node within an RRC container (FFS) as specified in TS 38.331 [12].  
Data forwarding is not needed for NR MBS. RAN nodes may schedule and discard the MBS data packet based on the QoS requirements of the MBS session.
 TP to 38463

Next change
8.x.1
MRB Context Setup

8.x.1.1
General

The purpose of the MRB Context Setup procedure is to allow the gNB-CU-CP to establish a bearer context in the gNB-CU-UP. The procedure uses MBS-associated signalling.
8.x.1.2
Successful Operation
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Figure 8.x.1.2-1: Bearer Context Setup procedure: Successful Operation.

The gNB-CU-CP initiates the procedure by sending the MRB CONTEXT SETUP REQUEST message to the gNB-CU-UP. If the gNB-CU-UP succeeds to establish the requested resources, it replies to the gNB-CU-CP with the BEARER CONTEXT SETUP RESPONSE message.

The gNB-CU-UP shall report to the gNB-CU-CP, in the BEARER CONTEXT SETUP RESPONSE message, the result for all the requested resources in the following way:

-
A list of MBS Session Resources which are successfully established shall be included in the MBS Session Resource Setup List IE;

-
A list of MBS Session Resources which failed to be established shall be included in the MBS Session Resource Failed List IE;

-
For each established MBS Session Resource, a list of MRBs which are successfully established shall be included in the MRB Setup List IE;

-
For each established MBS Session Resource, a list of MRBs which failed to be established shall be included in the DRB Failed List IE;

-
For each established MRB, a list of QoS Flows which are successfully established shall be included in the Flow Setup List IE;

-
For each established MRB, a list of QoS Flows which failed to be established shall be included in the Flow Failed List IE;
In case of common gNB-CU-UP for one MBS for different gNB-CU-CP, 
-
gNB-CU-UP might allocate the same UP resources for one MBS and a set of MRBs.

-
if the UP resources have been allocated for one MBS, the common gNB-CU-UP might acknowledge the MRB CONTEXT SETUP REQUEST with the allocated UP resources configuration within the MRB CONTEXT SETUP RESPONSE.
9.2.x
MRB Context Management messages

9.2.x.1
MRB CONTEXT SETUP REQUEST

This message is sent by the gNB-CU-CP to request the gNB-CU-UP to setup MRB context. 

Direction: gNB-CU-CP ( gNB-CU-UP

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU-CP UE E1AP ID
	M
	
	9.3.1.4
	
	YES
	reject

	MBS DL Aggregate Maximum Bit Rate
	M
	
	Bit Rate 9.3.1.20
	
	YES
	reject

	Serving PLMN
	M
	
	PLMN Identity 

9.3.1.7
	
	YES
	ignore

	Activity Notification Level
	M
	
	9.3.1.67
	
	YES
	reject

	MBS Inactivity Timer
	O
	
	Inactivity Timer 

9.3.1.54
	Included if the Activity Notification Level is set to UE. 
	-
	-

	Bearer Context Status Change
	O
	
	ENUMERATED (Suspend, Resume, …)
	Indicates the status of the Bearer Context
	YES
	reject

	MBS Session Resource To Setup List
	M
	
	9.3.3.x
	
	YES
	reject

	MBS ID
	O
	
	TBD
	
	YES
	ignore

	gNB-DU ID
	O
	
	9.3.1.65
	Included whenever it is known by the gNB-CU-CP 
	YES
	ignore

	gNB-CU-UP UE E1AP ID
	O
	
	9.3.1.5
	
	YES
	ignore


9.2.x.2
MRB CONTEXT SETUP RESPONSE

This message is sent by the gNB-CU-UP to confirm the setup of the requested bearer context.  

Direction: gNB-CU-UP ( gNB-CU-CP

	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	9.3.1.1
	
	YES
	reject

	gNB-CU-CP MBS E1AP ID
	M
	
	9.3.1.x
	
	YES
	reject

	gNB-CU-UP MBS E1AP ID
	M
	
	9.3.1.x
	
	YES
	reject

	MBS Session Resource Setup List
	M
	
	9.3.3.y
	
	YES
	reject

	MBS Session Resource Failed List
	O
	
	9.3.3.z
	
	YES
	reject
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1. Overall Description:

RAN3 would like to keep SA2/RAN2 updated of the progress of the work in RAN3 on the lossless MBS delivery support during mobility among MBS-supporting RAN nodes. In RAN3 discussion, we have the following agreements:

To have one to one mapping between MBS QoS flow to MRB for selective QoS flows, while maintaining the flexibility of QoS to MRB mapping for other QoS flows. It is intended to have the total number of radio bearers under control and reducing the overheads of too many MRBs configured and maintain at both network and UE sides.
Data forwarding is not needed for NR MBS. Since RAN3 assumes the MBS UP resources will be established before UE successfully accesses to the target RAN node if needed.
RAN3 kindly ask for SA2/RAN2 to take above agreements in RAN3 into consideration. For example, SA2 might need to indicate which QoS flow will follow the one to one mapping rule to RAN, and also avoid any work/discussions on data forwarding solution; while in RAN2, apply such principle to SDAP function design.
2. Actions:

To SA2 group.

ACTION: 
RAN3 kindly ask SA2 to take these agreements into account.
To RAN2 group.

ACTION: 
RAN3 kindly ask RAN2 to take these agreements into account.
3. Date of Next RAN3 Meetings:
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